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Constant-rate low-density parity-check (LDPC) codes are promising candidates for
constructing efficient fault-tolerant quantum memories. However, if physical gates are
subject to geometric-locality constraints, it becomes challenging to realize these codes.
In this paper, we construct a new family of [N, K, D] codes, referred to as hierarchical
codes, that encode a number of logical qubits K = Q(N/log(N)?). The N*!' element
Hn of this code family is obtained by concatenating a constant-rate quantum LDPC
code with a surface code; nearest-neighbor gates in two dimensions are sufficient to im-
plement the syndrome-extraction circuit C¥ and achieve a threshold. Below threshold
the logical failure rate vanishes superpolynomially as a function of the distance D(N).
We present a bilayer architecture for implementing C%¢, and estimate the logical failure
rate for this architecture. Under conservative assumptions, we find that the hierarchical
code outperforms the basic encoding where all logical qubits are encoded in the surface
code.

1 Introduction

Quantum error-correcting codes encode quantum information in entangled states over many qubits.
They are defined by a set of operators called stabilizer generators. Errors can accumulate in the
state due to imperfect control and interactions with the environment. Stabilizer generators can
be measured using syndrome-extraction circuits; the outcome of these measurements are called
syndromes, classical information used to infer corrections to these errors. To minimize the proba-
bility of corrupting information beyond recovery, it is imperative to minimize the points of failure
in the syndrome-extraction circuit. This can be realized by restricting the number of gates that
each qubit interacts with and minimizing the total space-time volume of this circuit. The extent
to which this can be done depends on the choice of error-correcting code and physical constraints.

Syndrome-extraction circuits are the workhorse of quantum memories, devices that can reliably
store qubits for some fixed duration. In this paper, we are concerned with designing memories that
can encode a growing number of qubits and simultaneously have a low probability of failure.! We
focus on their design when qubits are embedded in a two-dimensional lattice and gates are subject
to constraints on geometric locality.

Quantum low-density parity-check (LDPC) codes are natural candidates for constructing quantum
memories. A quantum LDPC code refers to a family {Q;}: of {[n(t),k(t),d(t), Aq, Ag]} codes.
This notation means that the ¢ element in the family uses n(t) data qubits to encode k(t) logical

1We leave fault-tolerant computation for future work.
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qubits and has distance d(t), i.e. it is robust to | (d(t) — 1)/2] Pauli errors. We assume that for all
t, n(t) > n(t — 1). In what follows, we wish to focus on the dependence of k and d as functions of
n. In this case, we implicitly parameterize the family using the size n of the code, i.e. we use the
notation {Q,, },, and we say that we are working with a [n, k(n),d(n), Ay, Ay] code family.

A quantum LDPC code is one where, for all codes in the code family, every stabilizer generator
only involves at most a constant number A4 of qubits, and each qubit is supported within at most
a constant number A, of stabilizer generators. Such codes can encode a number of qubits that
increases with the code size; simultaneously, the probability of any error on the encoded level is
suppressed exponentially in the distance d(n).

Furthermore, the syndrome-extraction circuit C),, can be efficient as measured by two figures of
merit. The depth of the syndrome-extraction circuit is the number of time steps T(C,,) it takes
to implement. The width of the syndrome-extraction circuit is the total number of qubits W(C,,)
it uses (including ancilla qubits in addition to data qubits). The size or volume of the circuit is
the product of the depth and the width. Building on a result by Kovalev and Pryadko [KP13],
Gottesman [Got13] constructed fault-tolerant syndrome-extraction circuits that have volume which
is a constant times the volume of the noise-free syndrome-extraction circuit — there exists a
threshold ¢ such that if gates fail with fixed probability p < ¢, the probability of the circuit failing
falls exponentially in the distance d(n).

However, realizing this architecture in a 2-dimensional layout is challenging. It requires high-
fidelity gates acting on qubits that may be far apart. Some architectures might not support such
interactions.

It is known that geometric locality severely constrains quantum error-correcting codes in 2 and 3
(Euclidean) dimensions. The most famous codes that are implemented using only geometrically-
local gates are surface codes [Kit03; BK98] and color codes [BM06; KB15]. Seminal results by
Bravyi and Terhal [BT09], and later by Bravyi, Poulin and Terhal [BPT10] showed that these codes
are optimal for quantum LDPC codes defined using geometrically-local stabilizers. Subsequently,
it was shown that to implement LDPC codes where the parameters k and d are both strictly better
than the surface code, we require a growing amount of long-range connectivity [BK22a; BK22b].

When restricted to using only nearest-neighbor gates in 2 dimensions, Delfosse et al. [DBT21]
proved the following tradeoff for syndrome-extraction circuits for constant-rate LDPC codes: 2

T(Cp) = <W(Cn)> : (1)

where T(C,,) is the depth of the syndrome-extraction circuit and W(C,,) is the total number
of qubits, data and ancilla, used in the circuit 2. In words, this shows that given only nearest-
neighbor gates to build a syndrome-extraction circuit for constant-rate LDPC codes, we can choose
to minimize either the depth or the width of C,,, but cannot do both.

This sets the stage for presenting the main questions we address in this paper: does the family
of circuits saturating Equation (1) still have a threshold? If not, how do we modify the code and
associated circuit to achieve a threshold as efficiently as possible? How do we construct the most
efficient syndrome-extraction circuits given access to gates whose range is more than merely nearest
neighbor? Can we improve on the bound in Equation (1)?

2The bound applies to classes of codes that are called locally expanding. The exact definition of locally-expanding
codes is not relevant; the interested reader is pointed to the paper by Delfosse et al. [DBT21]. For our purposes,
it includes some important classes of quantum LDPC codes such as hypergraph product codes [TZ14] and good
quantum LDPC codes [BE21; PK22; LZ22; LH22].

3For an explanation of O(-), ©(-) and (-) notation, please refer to Appendix A.

Accepted in {Yuantum 2025-04-03, click title to verify. Published under CC-BY 4.0. 2



Our contributions

This paper is centered around the theme of implementing efficient quantum memories. Our main
result is that our proposal, called a hierarchical code, has a threshold and that it achieves asymp-
totically better error suppression than the surface code. As it brings together a few different ideas,
we present a short summary of each section and how to navigate the paper. Although these re-
sults build on each other, our presentation is modular — readers ought to be able to proceed to
their section of choice after reading this overview and Section 2 where we define all the concepts
required to formally state our results. (The statements of the main theorems of each section are
only presented informally below.)

Section 3 : Permutation routing on graphs Connectivity beyond nearest-neighbor inter-
actions is being explored in many architectures. There is evidence that some architectures can
support gates of range R where R can be large [Leu+19; Per+21]. Motivated by these develop-
ments, we ask: given nearest-neighbor Clifford gates and SWAP gates of range R, can we reduce
the depth of the syndrome-extraction circuit for constant-rate LDPC codes? To this end, we will
permute qubits to bring them within range to apply an entangling gate. This is expressed as a
permutation routing, a task on a graph G = (V, E) specified by a permutation « : V. — V. In
this task, two vertices labeled u and v connected by an edge (u,v) are allowed to exchange labels
within each step. The objective is to ensure that all labels match destinations a(u) while minimiz-
ing the total time required. Permuting vertices in parallel is non-trivial—the paths along which
one permutes different pairs can overlap and thereby require more time. Section 3.1 reviews a
permutation routing algorithm due to Annexstein and Baumslag [AB90]. This algorithm yields a
permutation routing on a product of two graphs given permutation routings on each of the input
graphs. In Section 3.2, we build on this algorithm to permute vertices on an L x L lattice where
two vertices separated by a distance R are connected by an edge using a sparse subgraph. The
main technical result of this section is the following existence result.

Theorem 1.1 (Permutation routing). For R even, there is an efficient construction of a degree-12
graph G = (V, E) whose vertex set V is identified with an L X L lattice with edges of length at most
R. Given a permutation o« : V. — V, a permutation routing implementing o can be performed in
depth 3L/ R + O(log® R).

While it is itself not the main result of our paper, it will be used in service of proving Theorem 1.2
which demonstrates the existence of efficient syndrome-extraction circuits given SWAP gates of
range up to R (but not all gates need to have length equal to R). This section is entirely technical
and only discusses graph properties and permutation routings.

Section 4 and Section 5: Hierarchical codes & the bilayer architecture Given access
to only nearest-neighbor gates, Delfosse et al. present some evidence against the existence of a
threshold if one were to permute qubits to bring them within range to perform a CNOT (see
Figure 2 of [DBT21]). In particular, in the setting where W(C,,) = ©(n) and T(C),) = O(y/n), it
appears too many errors accumulate before we can complete executing the syndrome-extraction
circuit.

We circumvent this problem using code concatenation. We concatenate a constant-rate [n, k, d, Aq, Ay
LDPC code {Q,,} with a [dZ, 1, d,] rotated surface code RSy to obtain the hierarchical code {Hy}
with parameters denoted [N, K, D]. This means that each qubit of the syndrome-extraction circuit
for the LDPC code Q,,, henceforth referred to as the “outer code”, is itself the logical qubit of a ro-
tated surface code RSy, which we refer to as the “inner code” or sometimes as a “tile.” As a rotated
surface code can suppress errors exponentially in dy, we can suppress errors long enough to com-
plete syndrome measurements of the outer quantum LDPC code using relatively small inner codes.
The lattice length d, of the inner code only scales logarithmically in the size of the outer LDPC
code, i.e. dp = O(log(n)). Here ¢ indexes the qubits in the rotated surface code, ¢* = 2d? — 1.
Section 4 is dedicated to the construction of syndrome-extraction circuits C¥ corresponding to
H . The hierarchical code family {#x} is not LDPC: The stabilizer generators for the outer code
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act on a number of physical qubits that scales with the size d, of the inner code. However, local
operations are sufficient to implement the corresponding syndrome-extraction circuit C%. The
main result of this section is summarized in the following theorem.

Theorem 1.2. The [N, K, D] hierarchical code H is constructed by concatenating an outer code,
a constant-rate [n, k,d, Aq, Ag] quantum LDPC code Q,,, and an inner code, a rotated surface code
RS, where dy = O(log(n)). Let p >0 and § > 1/2, such that k = p-n and d = ©(n°). The code
Hn has parameters

KW )Q<1gN<N>> DO )Q<1og25-1 []ijlogwn) |

There exists an explicit and efficient construction of an associated family of syndrome-extraction
circuits C¥ constructed using only local Clifford operations and SWAP gates of range R such that

W =ow), T =0 ({5?)

Our construction works for all values of § > 0; we choose 6 > 1/2 to make theorem statements
simpler. Before describing how the circuit C} is constructed, we motivate why it is interesting—it
has a threshold.

We work in a model where errors occur in a stochastic manner. We declare a logical failure if any
of the K encoded qubits fail. More generally, we declare failure if any logical error occurs on the
code space. The main result of Section 5 is the following theorem.

Theorem 1.3 (Informal). Consider the [N, K, D] family of hierarchical codes Hy and the asso-
ciated family of syndrome-extraction circuits C3¢. Suppose the outer code Q,, has constant rate
k = pn and distance d(n) = ©(n%). If we repeat the syndrome-extraction circuit C¥ for d(n)
rounds, then there exists a threshold q € (0,1] corresponding to 017\/{ such that, if each gate fails
with fixed probability 0 < p < q, then the probability of logical failure under minimum-weight
decoding, py(N), obeys

N6
N)<exp|—cy - —5— ] ,
pu(N) < p( H log25(N))

for some positive number cy independent of N.

The theorem is only stated informally here because we have not yet defined the noise model with
respect to which this result holds. We will consider a locally decaying error model to account for
correlated errors that may occur in a circuit. This error model is defined in Section 2.2. Section 5
is dedicated to a proof of the existence of a threshold. We build on Gottesman’s proof of the
existence of a threshold for syndrome-extraction circuits (Theorem 4 of [Got13]). The central idea
is the requirement that the probability of failure for a qubit per round of syndrome extraction,
denoted pyound, remains a sufficiently small constant. This is reviewed in Section 2.4. Gottesman’s
result was based on syndrome-extraction circuits for LDPC codes that have constant depth. As
Equation (1) highlights, this is not possible when subject to locality constraints. We study the
dependence of pyouna on the circuit depth in Section 5.1. In Section 5.3, we show that £ = O(log(n))
is sufficient for C¥ to have a threshold.

As we ask to minimize circuit width W(C%) and subject the circuit to locality constraints, we pay a
price — in addition to the growing depth, the number of encoded qubits K (N) and distance D(N)
are suppressed by polylogarithmic factors in n relative to the outer code @, which has constant
rate and distance d(n) = ©(n°). Furthermore, for fixed gate error rates p € [0, 1], the sub-threshold
scaling of the logical error rate py (N) of {Hy} is subexponential, but superpolynomial, in the
distance D(N); for any positive constants «, 3, the logical failure probability ps (N) vanishes faster
than any polynomial function N =7 but slower than any exponential function exp(—a - N):

PH(N) N-oo pr(N) Nooo
—0
N-B ’ exp(—a - N)
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Having motivated why we are interested in H y, we return to the construction of C¥. In Section 4,
we propose a novel bilayer architecture to implement it. We begin the section by presenting the
syndrome-extraction circuit C,, for the constant-rate [n, k,d, A4, Ay] LDPC code. Physical qubits
are arranged in two parallel layers, each a lattice of side length approximately L = ©(y/n). To
obtain the syndrome-extraction circuit C’?{,‘ for the concatenated code, each of the W qubits in C'2
is replaced by a rotated surface code.

In Section 4.2, we describe how to arrange W = W(C2) surface codes RSy in a bilayer architecture.
Each layer now has side length approximately 2L¢ qubits to accommodate the tiles. An instance
of a single layer is shown in Figure 1 (a). We assume access to nearest-neighbor physical Clifford
operations and SWAP gates of range R within a layer and Clifford operations between adjacent
qubits in different layers. These physical qubits are aggregated into [[d%, 1,d¢] codes RSy. See
Figure 1 (b). There are 2L? tiles in total. Even though we are only implementing a quantum
memory, we still need to understand how to perform a limited set of logical operations on tiles
to implement the syndrome-extraction circuit for the outer code. The advantage of the bilayer
architecture is that it allows for transversal CNOT to implement logical CNOT. We propose a
new technique to perform logical SWAP operations between tiles. This yields all required logical
Clifford operations between tiles to perform syndrome-extraction for the outer code.

We note that the existence of a threshold does not depend on using the bilayer architecture. For
example, tiles can be arranged in a single layer and Clifford gates can be implemented via lattice
surgery [Lit19; HFDM12]. For an alternative implementation in the context of measurement-based
quantum computation, see [Bom-+21]. Although we do not prove it here, it is possible to show
that a threshold exists also in this setting using similar techniques.

______________________

Figure 1: The bilayer architecture used to implement the syndrome-extraction circuit C'% for the hierarchical
code Hn. (a) represents a single layer of the bilayer architecture. Colored dots represent syndrome qubits and
gray dots represent data qubits. Transparent dots represent inactive qubits. At any given time step, the qubits
that participate in the circuit are depicted as opaque dots and form a lattice of side length L/; its location within
the larger lattice can shift relative to the second layer. This is used to facilitate logical Clifford operations. (b)
represents parallel tiles of distance d,. Each tile represents an outer qubit of the hierarchical code construction.
Light gray dots will be used to facilitate Clifford operations but are not used in the syndrome-extraction circuit
for RS;.

The circuits C}V'i are constructed such that each lattice position remains connected to a fixed and
constant-sized set of other lattice positions for any R = w(1). Furthermore, the connectivity does
not change dynamically over the course of the circuit. This way, the wiring can be decided ahead
of time.

Section 6 : Comparisons to surface code Finally, we compare the hierarchical memory H y
with a simple memory that only uses rotated surface codes. At the outset, it may seem unclear
whether the use of extra resources to execute the constant-rate LDPC code’s syndrome-extraction
circuit can be better spent simply building better surface codes which are ideally suited for 2-
dimensional local interactions. We let {Bj;} refer to the basic encoding where each logical qubit
is encoded in a separate surface code; for some distance djs, we let Bys be the K-fold product of
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the surface code, i.e. By = RSﬁf . The index M represents the total number of qubits in this
encoding, i.e. M = ©(Kd2%;). To contrast Hy and By, we present both an asymptotic comparison
as well as numerical estimates based on some conservative assumptions.

Theorem 1.4 (Informal). Let Hy be a specific [N, K, D] hierarchical code family such that the
(outer) constant-rate LDPC' code Q,, has distance d = O(n’). Let By be the basic encoding
7?,825( that encodes K qubits in separate rotated surface codes of distance dyr. Let C%, be the
corresponding family of syndrome-extraction circuits for Byy. Let pg(M) denote the logical failure
probability under minimum-weight decoding for Bys where we declare failure if any logical qubit
fails. Suppose the gate error rate p is below the thresholds for both the basic encoding and the
hierarchical code. To achieve pg(M) < py(N), we require

i) o)

We can compare this with parameters for C¥ from Theorem 1.2. For all § > 0, the width W of C%
is less than that of Cﬁ. Furthermore, if the outer code has a single-shot decoder, i.e. if a constant
number of applications of C¥ are sufficient to achieve a threshold, then the depth T of CZ is also
less than that of C¥,. Efficient single-shot decoders are known to exist for constant-rate LDPC
codes [LTZ15; FGL18a; FGLI18b].

Having said this, it is unclear whether this advantage manifests for practically-relevant code sizes
and error rates. To make such a comparison, we use numerical estimates. We choose the size
M = M(N) such that the syndrome-extraction circuits for the hierarchical scheme Hy and the
basic encoding By use the same number of physical qubits. Fixing the total number of qubits in
this manner, we look for a crossover point, the gate error rate gy at which the hierarchical code
achieves a lower logical failure rate than the basic encoding.

We estimate the circuit-level failure rate using some assumptions about the sub-threshold scaling
of the logical failure rate for LDPC codes. We assume the threshold of the surface code is 1072 and
the threshold for constant-rate LDPC codes under circuit-level noise is 1072, Our model takes into
consideration how the logical failure rate depends on the depth of the circuit C¥, and how hook
errors could reduce the effective distance. Hook errors are harmful errors that spread from the
ancilla qubits to the data qubits during syndrome extraction. These are explained in Section 6.2.3.

We offer evidence that against circuit-level depolarizing noise, the crossover happens at a gate error
rate as high as 5 x 1073 depending on the choice of outer code family and inner/outer code sizes.
See the left-most plot in Figure 2. These numbers are merely a proof-of-concept and depend on
the aforementioned assumptions which are discussed in Section 6.2.

We arrive at these estimates assuming all gates fail with the same probability. While such an
assumption is convenient for proofs, in some architectures, it may be possible to perform SWAP
operations with higher fidelity than CNOT or CZ [End+16; Bar+16; Blu+22; Hen+06; Kau+17].
For example, in ion trap and neutral atom trap architectures, SWAP gates can be performed
by moving the traps. The mechanism is entirely different than that used to perform other two-
qubit gates and, in principle, could have much better fidelity. These considerations are especially
important to us as the main source of noise in the hierarchical scheme stems from SWAP gates. We
present variations of our numerical estimates when the SWAP gates have better fidelity than the
CNOT gates. The middle plot and right-most plot in Figure 2 represent estimates for the failure
rate when the SWAP gates are 10x and 100x better than entangling gates respectively.

As mentioned, our estimates are predicated on some assumptions. We re-examine these assump-
tions in Section 6.4 and propose ways to improve the failure rate for hierarchical codes. We show
how we can reduce the effect of hook errors by designing noise-biased qubits. A qubit is said to
have a noise bias if X and Y errors are suppressed with respect to Z errors. We can introduce a bias
on Level-1 qubits using unbiased Level-0 (physical) qubits. As the inner code is a surface code, we
can engineer a bias simply by making the surface code longer in one direction of our choosing. See
Figure 3 (a). Based on our estimates, we expect this can reduce the size of the code considerably.
Figure 3 (b) shows the crossover points for the hierarchical code and the basic encoding with the
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Figure 2: Comparing the logical failure rate for the hierarchical memory versus the logical failure rate for the
basic encoding. The outer LDPC code has parameters [1 116 416,112 896,119]. Each color represents an
inner code of distance dy. The solid and dashed lines are estimates for the WER for the hierarchical memory
and basic encoding respectively. The legend shows the size of the surface codes in each setting. For example,
the solid blue line represents a hierarchical code with inner code lattice length d; = 3. The dashed blue line
represents a basic encoding that uses surface codes of lattice length 12. The three panels correspond to three
different assumptions about the error rate in SWAP gates, as described in the text. In the left-most plot, SWAP
gates are assumed to fail at the same rate as entangling gates. In contrast, in the middle and right plots, SWAP
gates have a fidelity 10x and 100x better than entangling gates respectively.
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Figure 3: (a) Creating Level-1 qubits such that the probability of logical X failure is less than the probability of
Z failure. This is accomplished by changing the aspect ratio of the tiles. (b) Estimating crossover points when
SWAP gates are 10x better than entangling gates.

Accepted in {tuantum 2025-04-03, click title to verify. Published under CC-BY 4.0. 7



assumption that SWAP gates are 10x better than entangling gates using a much smaller outer
code.

Secondly, we believe that decoders for the hierarchical code can take advantage of their concate-
nated structure. To achieve this, we propose using message-passing decoders between the outer and
inner codes. These ideas can be used in soft decoders for the outer code to partially overcome the
problems of degeneracy [PCO08|. Similar ideas have proved useful in the context of concatenating
GKP codes and LDPC codes [Rav-|22].

Lastly, we expect the hierarchical scheme to be resistant to burst errors. Unlike typical errors which
affect only one or two qubits at a time, burst errors can wipe out entire patches of qubits. This can
happen when there exists poorly localized error mechanisms such as the absorption of cosmic rays
in superconducting circuits [Vep+20; McE-+21; Tho+22; Ach-+23; Car+23] or blackbody radiation
mediated transitions to other Rydberg states in neutral atom platforms [Fes+22; Zei+16]. Large
deviations may also occur in single points of failure in the control hardware such as power supplies,
local oscillators, lasers, etc [Aru+19; Kra+19; Mad+20; Eba-+21; Ma-+22]. Protection of surface
codes from burst errors was initially studied in [Xu+22] by concatenating a small constant-sized
stabilizer code with surface codes. The hierarchical scheme is robust to these errors because each
inner surface code represents a qubit of the outer code which we know is resistant to some number
of erasure errors.

Related work: Gottesman [Got00] demonstrated that it is possible to find a threshold using only
local gates and concatenation. Svore, Divincenzo and Terhal [STD05; SDT06] studied this issue
further and established a numerical lower bound on the threshold in a scheme with many layers of
concatenation. Yamasaki and Koashi [YK24| show that concatenated codes can be used to achieve
constant overhead quantum computation that is also time efficient.

In contrast to these approaches, we consider a qualitatively different setting. In our hierarchical
model, the concatenated code has only two layers. The outer LDPC code grows quickly to improve
the error rate, while the inner code grows slowly to achieve a threshold. The number of encoded
logical qubits in the code therefore increases (sublinearly) with the size of the code. Consequently,
the rate of error suppression is significantly better.

Finally, Baspin et al. [BFS23] have recently generalized the result of Delfosse et al. in another
direction. In contrast to the constructive approach in this paper, they approach this problem top-
down — given access to arbitrary local operations and classical communication (not merely Clifford
operations), they study syndrome-extraction circuits for LDPC codes and their ability to suppress
stochastic errors. They prove the existence of a tradeoff between the parameters of the syndrome-
extraction circuit and the sub-threshold error scaling (See Theorem 28 of [BFS23]). For fixed gate
error rate p, suppose we use an [N, K, D] code H and desire a sub-threshold scaling of the logical
failure rate py (N) = exp(—f(N)) for some function f(N). Let Cy be the corresponding family of
syndrome-extraction circuits. Assuming f(N) = O(N), we express Theorem 28 of [BFS23] in our
notation

W(Cn) _ f(N)
= Q(T(CN)>. (2)

To compare with our result, suppose we only use SWAP gates of constant range, i.e. R = O(1).
From Theorem 1.2, the syndrome-extraction circuit O3 achieves py (N) = exp(—O(N°/ log® (N))
with W(C) = ©(N) and T(C¥) = O(V/'N).

W)

c V) _O<N<“>/2> |

= O(log(N)) , T 7 \log’ (V)

(3)
Comparing with Equation (2), we can see that the bound is satisfied for any constant 6 > 0. Note
that such a low logical error rate is only feasible because our syndrome-extraction circuit C3 has
polynomially growing depth.
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2 Background & Notation

In this section, we begin by formally defining concepts needed to state our results. Section 2.1
defines syndrome-extraction circuits. We review gadgets used to construct them and how to use
these gadgets to obtain a syndrome-extraction circuit given an error correcting code. Section 2.2
reviews locally decaying distributions that describe errors on states and faults on circuits. These
are general error models that can describe the types of correlated errors that we might witness
in a circuit. A noise model is parameterized by a failure rate which quantifies the probability of
errors. We described how error correcting codes and their associated syndrome-extraction circuits
are robust to some amount of errors occurring below a threshold failure rate. Section 2.3 reviews
syndrome-extraction circuits for concatenated codes. The hierarchical code is constructed by con-
catenating a constant-rate quantum LDPC code and the surface code. These are defined in Section
2.4 and Section 2.5 respectively. We review Gottesman’s requirements [Got13] for the existence
of a threshold. This will be an important idea in the proof of the existence of a threshold for
hierarchical codes.

2.1 Basic definitions

Let P = (X, Z)/{=£i,£1} denote the (projective) single-qubit Pauli group (where we ignore phases);
for n € N, let P,, denote the n-fold tensor product P®". For P € P,, supp(P) C [n] denotes the
support of P, i.e. the set of qubits on which P acts non-trivially. The weight of a Pauli operator P
is | supp(P)|, the number of qubits in its support. For brevity, we denote this as |P]|.

For a, b € {0,1}", let X(a) = ®;X%, and Z(b) = ®;Z%. Any Pauli operator P € P, can be
expressed uniquely as P = X(a)Z(b) for a, b € {0,1}". We use P|x,P|z € {0,1}" to denote the X
and Z components of P respectively, i.e. P|x := a and P|z := b.

Stabilizer codes: An m-qubit quantum error correcting code is the simultaneous +1-eigenspace
of a set of commuting Pauli operators. These Pauli operators form a subgroup S of the Pauli
group called the stabilizer group. The stabilizer group S is generated by elements Sy, ...,S,,,. The
codespace Q is then defined as

Q= {|v) € (C)®"| Si[y) = [4) Vi€ [m]} .

The number of encoded qubits k is the base 2 logarithm of the number of linearly-independent
vectors in Q. Equivalently, given S, it is simply & = n — m (where we assume the stabilizer
generators are independent).

Intuitively, the minimum distance d of the code is the minimum weight Pauli operator such that
we can map one element of Q to a distinct element of Q. Formally, we write

d= min [P|.
PeP,\S
[P.S:]=0

We say such a code is an [n, k, d] (stabilizer) code.

The code is said to be a CSS code if every generator can be chosen such that it is a tensor product
of only X or Z Pauli operators [CS96; Ste96]. We can define the X- and Z-distances dx and dz of
a CSS code as

dx = min [P dz= min |P|.
Pc{l1,Z}®"\S Pe{1,X}®™\S
[P,S:]=0 [P,S;]=0

Let 1 < b < myx and 1 < ¢ < myz index the X-type and Z-type stabilizer generators {S}} and {S%}.

Syndrome-extraction circuits & measurement gadgets: A syndrome-extraction circuit C for a code
Q can be composed of the following elements that are allowed to be classically controlled.
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Definition 2.1 (Clifford operations). Consider a set of qubits arranged in a lattice in 2 dimensions.
We define the set K of elementary Clifford operations as follows:

Ingtialization of new qubits in state |0) or |+),

Single-qubit Pauli gates,

Two-qubit Clifford gates CNOT between nearest-neighbor qubits,
Single-qubit Pauli X and Z measurements,

Physical SWAP operation with range up to R.

Cuds fo do =~

At any given time step, a qubit in C' can be involved in at most one of these operations. In
addition, we assume instantaneous classical communication and access to classical computation for
processing measurement data.

To obtain the syndrome, we use gadgets to measure Pauli operators which are described as follows.
Consider a CSS code Q with mx X-type stabilizer generators S* = {S{}** and mz Z-type
stabilizer generators SZ = {S£}7,. The entire set of stabilizer generators is S = SX U SZ.

1. For 1 < b < my, measure a product of X operators:

(a) Initialize the b ancilla qubit in |+),.

(b) Perform a CNOT gate controlled on the b*" ancilla qubit and targeted on each qubit in
the support of S?f.

(c) Perform a measurement of the b'" ancilla in the X basis.

2. For 1 < ¢ < mgz, measure a product of Z operators:

(a) Initialize the c'" ancilla qubit in |0),.

(b) Perform a CNOT gate targeted on the c'® ancilla qubit and controlled on each data
qubit in the support of SZ.

(c) Perform a measurement of the c*® ancilla in the Z basis.

Figure 4 illustrates gadgets for measuring an X operator of weight 5 and a Z operator of weight 4.
Given a circuit C, we use two figures-of-merit to quantify its size:

X yA
[+) [~ ) —————0—
i1 — J1
ia s> J2
i3 S J3
iq S Ja
i5 S Js

Figure 4: Performing the syndrome extraction corresponding to the operator X;, X;, X;;X;,Xs5 on the left and
Z;,2,2;,Z;,Z;; on the right. The measurements are performed on some qubits {41, ..., %5, j1, ..., J5} C [n].

1. W(C): the width of the circuit, i.e. the total number of physical qubits, data and ancilla,
used in the circuit.

2. T(C): the depth of the circuit, i.e. the number of time steps required to measure all syn-
dromes.

We assume operations in I can be performed in parallel (subject to the constraint that each qubit
is only involved in one operation at a time). We shall present one way of using parallel operations
to build efficient syndrome-extraction circuits for quantum LDPC codes in Section 3.
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2.2 Noise & imperfect syndrome-extraction circuits

In practice, C is imperfect. In general, errors on multiple locations with complicated correlations
can arise at the end of a syndrome-extraction circuit. Under the action of a two-qubit gate for
instance, single-qubit errors which occur with probability p can transform into two-qubit correlated
errors which occur with probability p. Two-qubit gates themselves can fail and introduce errors on
both qubits where there were none before. As yet another example, small clusters of qubits that
are near each other can also fail together, for example, due to crosstalk, stray magnetic fields, etc.
These errors are outside the scope of an i.i.d. errors model and hence, we consider a generalization.

Definition 2.2. Let n € N and Pow(n) = {E : E C [n]}. Consider a probability distribution
Pr: Pow(n) — [0,1] and for E C [n], let Pr(E) be the total probability

Pr(E)= Y Pr(E).

EDE
We say the distribution Pr is locally decaying with rate p € [0,1] if for all E C [n],

Pr(E) < pl®l .

We first consider general errors on an n-qubit state. We assume every set of qubits has some
probability of being corrupted by an arbitrary Pauli error. Consider a Pauli operator E’ € Py, such
that E' = X(x')Z(z’). Let £(x’,2’) be the probability of the error E’. By definition, £ is itself a
map from Pow(n) x Pow(n) to [0,1]. Let X(x) : Pow(n) — R and Z(z) : Pow(n) — R denote

X(x) = Z Zé\(xlaz/) ) Z(z) = Z Z E(X/ﬂzl) : (4)

x'Ox 2z’ x' 2/ Dz

In other words, X and Z denote the probability that a random error E distributed according to g
has X and Z components that contain x and z respectively. For brevity, we have used x’ O x and
z' D z to mean that the supports of x, z are contained in x’, z’ respectively. Treating X and Z
separately in this way does not prevent correlations between X and Z errors.

Definition 2.3 (Locally decaying errors on qubits). Given an n-qubit state with Pauli errors
distributed according to £. We say that errors are described by a locally decaying errors model to
mean that X and Z are both locally decaying distributions with failure rate p.

We want to extend this idea to describe errors caused by faulty circuits. A location in a circuit
C refers to a one- or two-qubit gate (including identity), single-qubit preparation or single-qubit
measurement operation at some time step 1 < ¢ < J(C). A fault location is a location which
performs a random Pauli operation following the desired Clifford operation. We assume that a
fault location introduces a Pauli operator on the qubits in its support chosen according to some
distribution F. Given a set F of fault locations in C, the support of F' is the set supp(F) C [W(C)]
of qubits that are in some location in F'.

For a set F’ of locations, let F (F") denote the probability of the set of locations F’ being faulty.
For a set F' of fault locations, the total probability F(F) is

FF)= > F(F). (5)

F'DF

Definition 2.4 (Locally decaying faults on circuits). Let C' be a depth 1 circuit with faults dis-
tributed according to F. We say that the faults are described by a locally decaying faults model if
F is a locally decaying distribution with failure rate ppnys—for all sets of locations F,

|F|
phys *

F(F)<p
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Note that the probability of failure falls with the number of locations |F'| and not the number of
qubits | supp(F)|.

In practice, different locations may have different failure rates. To prove the existence of a thresh-
old, we assume that pphys is the maximum failure probability across all gates. We return to this
assumption in Section 6, where we discuss how the logical failure rate behaves if gates have different
failure rates.

Definition 2.4 pertains to circuits of depth 1—we assume faults in successive time steps are inde-
pendent. In a more general model for faults, we could include arbitrary fault patterns for a circuit
of growing depth so long as the probability of a particular fault path falls exponentially with the
size of the fault path.

As a state undergoes circuit operations, errors can spread and accumulate. Consider a CNOT
gate acting on two qubits. Figure 5 illustrates how a generating set of 2-qubit Pauli operators
{XLI1Z,IX,ZI} on these two qubits evolve under ideal CNOT. The error doubles in size in the
worst-case scenario. As shorthand, we say that Pauli operators ‘flow’ within circuits to refer to
this spreading. X operators flow down a CNOT and Z operators flow up.

| —&—— X 7 —&—— 7
© | o @ 5, o 5
X ——&—— X | —&—— |

Figure 5: Evolution of Pauli errors under the action of CNOT. The first qubit is the control qubit and the
second qubit is the target. The operators X ® | and | ® Z double in size. The red paths show how X ‘flows
down’ a CNOT gate and Z ‘flows up’ a CNOT gate.

The structure of syndrome-extraction circuits is special. For P € {X,Z}, a controlled-P gate
within the syndrome-extraction circuit uses ancilla qubits as control qubits and data qubits as
target qubits (See Figure 4). This means that errors only flow in limited ways—for example, X
errors always flow from ancilla qubits to data qubits, and Z errors flow from data qubits to ancilla
qubits when CNOT gates are applied.

Implementing the imperfect circuit C', we obtain an imperfect syndrome. To overcome this problem,
we repeat the syndrome-measurement circuit for r rounds. Let 0 = (ag(l),a(zl), ...,ag),a({)) be the
r faulty syndromes.

Failure rate per round:

Consider a corrupted code state E |1)) where 9 is a code state and E = X(e;)Z(e,) is some Pauli
operator. If the syndrome-extraction circuit C has no faults, the joint state of the data and ancilla
qubits after one round of syndrome extraction is described by

Elv) ® Z(o) [-+)*™ , (6)
where o represent the ideal syndromes for X- and Z-type stabilizer generators.
However, because of faults in the circuit, the state after the circuit is
(D®A)E[Y) @ Z(o) [+)*™) (7)

where D and A represent errors on the data and ancilla qubits respectively caused by faults in C
that then spread.

Let & (D ® A) denote the probability of errors per round on the qubits. Let X/, Z’ denote the
induced distributions for errors on data and ancilla qubits of X and Z type respectively.
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Definition 2.5 (Probability of errors per round). We say that the probability of errors per round
is locally decaying with failure rate prouna € [0, 1] such that X', Z' are locally decaying distributions
with failure rates prouna TESPECtively.

Definition 2.5 thus considers one round of syndrome extraction not as individual operations, but
in aggregate; it then associates a failure probability pround with the entire round associated with
the probability of witnessing X and Z errors. Thus, p,ound can be a function of the code size N, as
well as other details of the implementation such as the specific syndrome-extraction circuit used.

A priori, & can depend on r and the input error E. However, as entangling gates restrict the
direction of error propagation, errors do not propagate from one data qubit to another or from one
ancilla qubit to another. In Section 5.1, we use this to show that p,ounqa does not depend on how
many prior rounds of the syndrome-extraction circuit have already been applied. We show that
Pround 15 a function of ppuys of the form a - pghys, where a is a function of the depth T(C) and b is
a function of the degrees A, and A,.

Recovering the state: After performing r rounds of syndrome extraction, a decoding algorithm
dec : (F")*" — P, maps the observed syndrome o to a deduced error.

The applied correction may not completely correct all errors due to faults in the syndrome ex-
traction circuit. We declare success if, after applying the correction, the final state is ‘not too far’
from the desired output of the ideal circuit C'. To this end, we consider the ideal recovery map R
[AGPO06]—a fictitious quantum channel that is not subject to geometric constraints or noise. We
gauge the accuracy of the circuit C using the logical failure probability pgo, which is the probability
that the residual error is correctable by the ideal recovery map. To be precise, pg is the probability
that any logical qubit fails in one round of error correction. The probability pg also referred to as
the Word Error Rate (WER).

Ideal recovery map & Thresholds: To understand whether a scheme is scalable, we are
interested in properties of a family of codes {Q,,} to process an ever increasing number n of qubits.
Consider a code family {Q,,} and suppose errors are described by a locally decaying distribution &
with failure rate p;,. Let {C,} be the corresponding set of syndrome-extraction circuits to {Q,, },
where faults are described by F, a locally decaying distribution with failure rate pynys € [0,1]. We
can compute Pround as a function of ppuys as shown in Section 5.1.

For our purposes, we say that the family has a threshold with respect to the noise model and
decoding algorithm if there exists a pair gin, ¢round € (0, 1] such that if

Pin < Qin , Pround < Ground (8)

the probability of logical failure pg — 0 as the size of the code n — oco. The logical probability of
failure is defined with respect to family of ideal recovery maps. It depends on piy, and pphys and
the thresholds.

Whether a threshold exists with respect to a given noise model, the exact value of the threshold,
as well as how quickly the logical failure probability decreases as a function of n (e.g. polynomially
or exponentially), depend not only on the choice of quantum error-correcting code Q,,, but also
the implementation of the syndrome-extraction circuit C), and the decoding algorithm. In our
construction, the code family is a concatenated code where the syndrome-extraction circuit is
subject to constraints on geometric locality.

While the state after error correction is ‘close enough’ to the codespace, undoing the deduced error
may not correct all errors. The remaining errors on the state are described by £,¢s that is a locally
decaying distribution with failure rate p.s. We can perform another round of error correction and
thereby keep the state alive for arbitrary duration if p,es < pin. For this reason, we will specify the
residual failure rate after error correction in addition to the logical failure probability po.
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2.3 Concatenated codes

A concatenated code is a quantum code obtained via the composition of two codes, an inner code
Qo and an outer code Q. We consider the simple case of a [ng, 1,dp]] code Qg that only encodes 1
qubit and a suitable [n, k, d] code Q.

Level-2
qubits

o0 a

000000000000 Lot

Figure 6: Visualizing a concatenated code H.

Code parameters: The concatenated code, denoted H with parameters [N, K, D], is con-
structed by replacing each qubit of the code Q by a copy of Qq, resulting in n copies of the
inner code Qy. The benefit of this construction is that the distance D of the code H is amplified
with respect to the constituent codes. To be precise,

N:n~n0, K:k, D:ddo

The physical qubits are referred to as Level-0 qubits, the logical qubits of Qy which form the block
Q are referred to as Level-1 qubits, and the logical qubits of H are referred to as Level-2 qubits.
See the schematic in Figure 6.

When errors on qubits are distributed in an i.i.d. manner, the advantage of concatenation becomes
apparent when we “coarse grain” details of the concatenated code. Consider a simple setting where
qubits are subject to independent X and Z errors. Suppose we use the code Q without concatena-
tion. By assumption, the probability of failure of each of the physical qubits is p. However, after
concatenation, the probability of failure of the Level-1 qubits is suppressed—it fails with proba-
bility proportional to p®/2. This is because at least dg /2 errors are required to cause a logical
error for Qy. The inner code thus adds an extra layer of protection and consequently, the logical
failure rate for the outer code is that much lower. As we shall see, we have to be more careful
when making this sort of argument in the context of circuits.

Syndrome-extraction circuit: Let C'20 and C'2 denote the syndrome-extraction circuits for
Qp and Q respectively such that both can be implemented in 2 dimensions using /C, the set of
local Clifford operations and R-local SWAP gates. To implement a CNOT between distant qubits,
we may need to permute qubits using SWAP gates to bring them within range of a two-qubit gate.
We discuss to how to design such a permutation in Section 3.

A syndrome-extraction circuit C* for the concatenated code H can be expressed in terms of the
syndrome-extraction circuits C'° and C<. Each data and ancilla qubit in the syndrome-extraction
circuit for C'9 is now replaced with a copy of Qy. Each gate in C© is replaced by the corresponding
logical Clifford gate between Level-1 qubits. Thus, even for constructing a quantum memory, we
need to understand how to perform a restricted set of inner code logical operations in a fault-
tolerant manner. We perform error correction either after the logical gate or in an interleaved
manner. We discuss this in the context of our explicit architecture in Section 4.
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The ideal recovery map Ry for H is obtained by first decoding the n copies of the inner code
Qp using Ry and then decoding the outer code using Rg. Here Rg, and Rg refer to the ideal
recovery maps for Qp and Q respectively. Thus Ry = Rg o (Rg,)®".

We generalize the notion of location in the context of circuits. A Level-1 location refers to a
Level-1 gate, including the error correction rounds. The location is faulty if it implements the
incorrect logical operation on the Level-1 qubits in its support. In the context of C<, a single
Level-1 location in the circuit could refer to a SWAP gate or an entangling gate or a preparation
or measurement of a logical qubit of Q.

When “coarse graining” circuits for concatenated codes, more care is needed than the i.i.d. errors
setting. We illustrate using the following examples.

Problem # 1: Level-1 failure rates are not additive

Consider a ng-qubit code state of the inner code pi(r?) with Level-0 errors E;,. The error E;, is not
catastrophic—the ideal decoder Ry can correct it. The state is therefore correctable.

Consider the syndrome-extraction circuit C'2° with Level-0 faulty locations F. Suppose there is
some error supported on supp(F') but that this error is not a logical error. We may then be tempted
to extend the notion of correctability to include circuits and declare the circuit C'20 correctable.
However, this is misleading as a correctable circuit acting on a correctable input state need not
produce a correctable output state.

Let p(()?l)t denote the output state and E(()?l)t denote the errors on this state. Suppose the faulty
locations F' result in an error Er. The product Ej, - Er might not be correctable. In addition,
the errors Ej, and Ep can spread in unpredictable ways within the circuit. We therefore cannot
calculate the Level-1 output failure probability by merely knowing the input state and the faults

individually resulted in correctable errors. We need additional structure.
Problem # 2: Level-0 failure rate is not always sustainable

Secondly, the thresholds are decoder dependent. By definition, the ideal decoder R has no faults;
if the errors on the state p(()?l)t are correctable, then Rg, is successful. On the other hand, €'
can contain faults and may be unable to deal with as many errors as the ideal decoder Rg,. This
can result in instances where the output state p(()?l)t will be correctable by Ro; by our criteria for
success, the output state is decodable. However, the number of residual errors may be above the
threshold for error correction. In other words, as error correction is itself faulty, these faults can

combine with existing errors to cause a logical failure.

In our construction, we address these problems in Section 5.2. We shall show that for sufficiently
low failure rates, we can indeed ignore dealing with the syndrome-extraction circuit for the outer
code assuming a failure rate that depends on the inner code. This statement relies on the structure
of LDPC codes and surface codes. We now proceed to review these codes.

2.4 Constant-rate LDPC codes
An [n, k,d]] code family {Q,,} is said to be a low-density parity-check code if

1. each stabilizer generator S;, i € [m], only acts non-trivially on at most a constant number
Ay of qubits for all elements in {9, }.

2. each qubit only participates in at most a constant number A, of stabilizer generators for all
elements in {Q,}.

To include the degree of stabilizer generators and qubits, we shall say that a code family {Q,} is
an [n,k,d, Ay, Ay] LDPC family.

We will choose the outer code to be a code with constant rate, i.e. k& = ©(n). Constructing a
constant-rate LDPC code is a non-trivial task because there is a conflict between the constraints
on stabilizer generators. On one hand, all stabilizer generators need to commute with each other
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to form a well-defined stabilizer code; on the other hand, the stabilizer generators need to have
weight at most A,4. Despite these difficulties, there exists constant-rate quantum LDPC codes, i.e.
k(n) = ©(n), with distance d(n) = ©(n%) for 0 < § < 1.

LDPC codes have a threshold [KP13; Got13] if operations in K are not subject to any locality
constraints. In this setting, we can construct syndrome-extraction circuits where each qubit is
involved in a constant number of two-qubit gates.

Consider a family of [n, k,d, Aq, Ay] quantum LDPC codes {Q,,} where k = p-n for some constant
p > 0 and distance d = ©(n’) for some § > 0. Suppose qubits are subject to the following errors:

1. the input state is subject to locally decaying errors with failure rate per qubit piy.
2. the syndrome-extraction circuit is subject to locally decaying faults with failure rate per gate

Pphys-

We restate a result from Gottesman [Got13] (Theorem 4) which guarantees the existence of a
threshold for arbitrary LDPC codes. In this construction, we require r = d(n) rounds of syndrome
extraction. After syndrome extraction, the (imperfect) syndromes are processed by a minimum-
weight decoder dec. We do not describe the decoder in detail here and merely note that it exists.
For generic LDPC codes, the minimum-weight decoder is not necessarily efficient.

There exist ¢in, ¢round int the interval (0, 1] such that when

Pin < ¢in , Pround < Ground » (9)

the following is true.

The minimum-weight decoder dec yields a correction such that:

1. the final state is recoverable by an ideal recovery operator Rg with probability at least to
1 —pg(n) where pg(n) := exp[—0O(d(n))]. To be precise, pg(n) is the probability of failure
per round of syndrome extraction.

2. the physical qubits have residual errors that are described by a locally decaying error model
with failure rate at most pround-

The first condition guarantees that the probability of logical failure falls exponentially with the
distance of the code. It is worth noting that we declare a logical failure if any logical qubit fails.
This is qualitatively different from codes that only encode a constant number of qubits.

The second condition on the residual error is not what is in the theorem statement of Theorem
4 of [Got13]; however, the proof implies it. For sufficiently low values of pphys, it guarantees that
we can continue to perform error correction for arbitrarily many rounds (conditioned on no logical
errors). In other words, we require pround < Pin-

We highlight that this result applies to arbitrary LDPC codes, i.e. it is independent of the rate of
the code. In particular, it applies to the surface code.

We note that the threshold is stated in terms of p;ound, and not directly in terms of pppys. This is
for two reasons: (1) this is how Theorem 4 of [Got13] is itself stated, and (2) in our construction,
the dependence of Pround 0N Pphys can change depending on the depth of the syndrome-extraction
circuit. Stating the thresholds in this manner will allow us to derive the functional dependence
between prounqa and the depth of the syndrome-extraction circuit. In Gottesman’s construction
[Got13], the syndrome-extraction circuit is constant depth and therefore pyoung is also a constant.
In contrast, our construction is more complicated because of constraints on geometric locality.

It is known that codes defined by geometrically-local stabilizer generators in 2 dimensions cannot
achieve both constant rate and growing distance [BT09; BPT10]. To achieve a constant rate and
distance d = ©(n’) with fixed degrees A, and A,, the amount of non-locality scales with the
parameters k and d [BK22a; BK22b|. In other words, there exist ©(n) stabilizer generators such
that qubits in their support cannot be close to each other in the 2-dimensional lattice. In the
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context of syndrome-extraction circuits, the result by Delfosse et al. [DBT21] states that the depth
of the syndrome-extraction circuit will grow when we only have geometrically-local gates and a
limited number of ancilla qubits. (Recall Equation (1).)

In Section 5, we show that prounq grows if the syndrome-extraction circuit C' is constrained by
geometric locality. In other words, it is not constant and we need an approach different than
Gottesman’s to prove the existence of a threshold. In our alternative approach using the hierarchical
code, the growth of the inner code suppresses Level-1 logical errors sufficiently to ensure that the
Level-2 logical failure rate drops rapidly as the outer LDPC code scales up.

Finally, we discuss the choice of quantum LDPC code. While the result above applies to generic
quantum LDPC codes, more is known about specific constructions. Quantum expander codes
are one family of constant-rate quantum LDPC codes for which d = ©(y/n) [TZ14; LTZ15]. It
has been rigorously proven that these codes can be equipped with an efficient decoder called
small-set-flip [FGL18a; FGL18b|. Furthermore, it was shown that the decoder is single shot
meaning that it only requires a constant number of rounds of syndrome measurements for the
decoder to function even when the syndrome is noisy. Similar to Gottesman’s requirements for the
existence of a threshold, all that is needed in Fawzi et al. [FGL18a] is for pyound to remain constant.
However, unlike Gottesman’s construction, it was shown that these codes have an efficient decoding
algorithm that only require a constant number of rounds of syndrome measurement. Thus, if we
wish to implement a quantum expander code, we can use the same machinery presented in this
paper to justify an efficient single-shot decoder for the outer code.

We refer to LDPC codes with distance scaling as d = ©(n) as good codes. For nearly 2 decades, it
was unclear whether good codes even existed. Following a series of breakthroughs, [PK20; EKZ20;
KT21; HHO21; BE21], this impasse was famously crossed first by Panteleev & Kalachev [PK22]
and later by Leverrier & Zémor [LZ22]. Furthermore, these codes have the single-shot property
(albeit with an inefficient decoder) as guaranteed by Quintavalle et al. [QVRC21].

In this paper, we do not place any constraints on the outer LDPC code other than it have constant
rate p > 0 and distance d = ©(n°) for 1/2 < § < 1. Our construction works for all §, but we
choose § > 1/2 to simplify some theorem statements.

2.5 Surface codes

We consider the rotated surface code [BK98; HFDM12]|, arguably the simplest code that can be
laid out on a 2-dimensional lattice. The surface code is an LDPC code, albeit with vanishing
asymptotic rate.

An example is shown in Figure 7. The code is implemented on a rotated lattice, i.e. the points of
the lattice correspond to the vertices of squares that run in 45 degree angles relative to the x and
y axes. The points of the lattice are labeled (a,b) where a,b € Z/2. Each black dot represents
a data qubit; these are located on integer points, i.e. on points (a,b) where (a,b) € Z. Each
colored dot represents a syndrome qubit; these are located on half-integer points, i.e. on points
(a4+1/2,b+1/2) where (a,b) € Z. Corresponding to each blue face, we define an X-type stabilizer
generator that jointly measures X®4 on adjacent data qubits. Similarly, corresponding to each red
face, we define a Z-type stabilizer generator that jointly measures Z®* on adjacent qubits. The
semi-circles represent stabilizers that only act on two qubits in their support, i.e. they measure
X®2 or Z%2 jointly.

The rotated surface code RS, encodes exactly one qubit and has distance d,. It uses d% data
qubits and d? — 1 syndrome qubits. The total number of qubits is thus ¢* = 2d7 — 1. We use ¢ to
parameterize the code family. We also refer to each code as a tile.

Using operations /C, the syndrome-extraction circuit for the surface code has depth 6.

Thresholds for error correction: To motivate our noise model, we consider a simple setting where
n = 1, i.e. we have a single tile RSy. Suppose we are given physical qubits, each qubit in some
fixed computational-basis state, and use the syndrome-measurement circuit to project this state
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Figure 7: A surface code of distance d¢ = 5. Each dark gray dot represents a data qubit. Light faces correspond
to X checks and dark faces correspond to Z checks. They are measured using the qubit represented as a blue or
orange dot respectively in the center of each face. Note that data qubits reside at integer points Z2 and ancilla
qubits reside at the points of this lattice shifted by (1/2,1/2).

onto a (fixed) code state of the surface code. If the physical qubits are subject to locally decaying

errors at failure rate pgil)ys, we can derive the Level-1 probability of failure p%‘)g (¢) for the surface

code. The superscripts denote the noise on Level-1 and Level-0 qubits respectively.

Contrast this with the scenario where we obtain the surface code from another party. Upon

receipt, we are only informed that the tile has already failed with failure rate pi(i); we do not have

additional information, such as syndrome histories from prior rounds of error correction. If the
code has not already failed, then we are guaranteed that the physical failure rate is pl()(])ﬂ)ys. Failure
after error correction can thus result in two ways: either the tile fails prior to us receiving the state
with probability p!’
probability pg-gg(ﬁ) = exp(—cgc - £) for some positive number cgc that does not depend on ¢. The

or conditioned on it being correct, it fails because of error correction with

Level-1 failure rate after error correction is thus pi(nl) + pg‘)g ().

When performing repeated rounds of error correction, we require the Level-1 failure rate pi(rll) to
bound the probability that the code has already failed in prior rounds.

Surface codes will form the inner code in our concatenated construction. Consider the syndrome-
extraction circuit C' for the constant-rate LDPC code Q,. Suppose W = W(C') is the width of
the circuit. We require an arrangement of RSZ@W in two dimensions. In Section 4, we introduce a
bilayer architecture for arranging tiles in two parallel layers. We return to the explicit description
of this layout in Section 4.

Consider an input state of the code RSZ@)W. The errors are distributed in the following manner:

1. Level-1 errors are described by €M), a locally decaying distribution with failure rate pi(i).

2. Level-0 errors are described by £, a locally decaying distribution with failure rate pi(g).

Faults in the syndrome-extraction circuit are described by F(?), a Level-0 locally decaying distri-

bution with failure rate pl()(l)n)ys.

The code RS}X’W is itself an LDPC code (with vanishing rate asymptotically), and therefore, we
can apply Theorem 4 from [Got13]. We note that although the original theorem is itself is not
stated in this way, the proof implies the following.
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There exist thresholds q(o) © on Level-0 failure rates such that, below threshold, the prob-

in 1 9round
ability of logical failure after error correction is described by a locally decaying Level-1 error

pi(i) + p%)g(@ where p%?s (£) = exp(—cgc - £) for some positive number cgc that is independent of £.

In addition, the state after error correction is described by locally decaying errors with failure rate
proportional to pigln q- This guarantees that if we are sufficiently below threshold, then the number

of residual errors is low enough such that we can apply another round of error correction.

Unlike the case for general LDPC codes, surface codes possess a minimum weight decoder that
runs in poly(n) time by mapping the decoding problem to a minimum-weight perfect matching
problem.

Logical Clifford operations: As highlighted in the subsection on concatenated codes, we need to
implement logical Clifford operations for the surface code to be able to use it within a concate-
nated construction. Extending our notation from Definition 2.1, we let Ky denote the physical
geometrically-local Clifford gates and R-local SWAP operation on the physical qubits. Let Cy be
the syndrome-extraction circuit for RS, constructed using K.

Let Iy denote the corresponding logical operations on the surface code. Single-tile operations in Ky
— state preparation in a fixed stabilizer state, (destructive) measurement of logical Pauli operators
and applying Pauli corrections — can be performed using operations in Ky regardless of how two-
tile gates are implemented. The only Clifford operations we require are two-tile operations: CNOT
and R-local SWAP. These are discussed in Section 4.

3 Permutation routings on sparse graphs in two dimensions

In this section, we prove Theorem 1.1, restated here for convenience.

Theorem. For R even, there is an efficient construction of a degree-12 graph G = (V, E) whose
vertex set V is identified with an L X L lattice with edges of length at most R. Any permutation
o :V =V can be performed in depth 3L/R + O(log® R).

We use this result in the next section to construct syndrome-extraction circuits for quantum LDPC
codes. We shall study permutation routings on graphs and focus on NNy (L, R), the L x L lattice
in 2 dimensions where two vertices share an edge if they are separated by a distance of at most
R. Based on the idea of a permutation routing on product graphs, we demonstrate that we can
implement an arbitrary permutation in depth O(L/R). For the special case of the 2D lattice, we
can make heavy use of sorting networks to find implementations of target permutations.

Using sorting networks to implement long-range connectivity is itself not a new idea [Bea-+13].
For instance, it was used in Delfosse et al. [DBT21]| to construct syndrome-extraction circuits for
quantum expander codes to match the bound in Equation (1). The results in this section generalize
this idea to arbitrary syndrome-extraction circuits with constant spatial overhead. To the best of
our knowledge, this is the first work to construct sparse syndrome-extraction circuits when R can
scale as a function of L.

3.1 Permutation Routing on product graphs

A permutation routing is sometimes explained in terms of a pebble-exchange game, where pebbles
are placed on the vertices of an (undirected) connected graph G = (V, E). The pebble on vertex
u € V has an address a(u). The addresses of all the pebbles together specify a permutation « on
the vertices of G. We are allowed to swap any two pebbles along an edge of G. Formally, every
vertex has a label and for every edge (u,v) =: e € F, we are equipped with an edge permutation
m(e) that exchanges the labels of v and v. Edge permutations can be performed in parallel as
long as every pebble is involved in at most one edge permutation in one time step. We say ( is
a simple permutation on G if it is the product of edge permutations {7 (e)}. that commute. The
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objective of the pebble-exchange game is to find a minimum sequence of simple permutations so
that the pebble that began at u is located on the vertex a(u) afterwards. In other words, we wish
to find the smallest sequence of simple permutations i, ..., By(q) such that a = By) 0 -+ 0 fBi.
Here T(«) denotes the minimum number of simple permutations required to perform a. We
represent permutations using the one-line notation [Wik22] where o = (a1 a2 -+ ay) means
1 is mapped to a1, 2 is mapped to ay and so on. Given any permutation «, the permutation o ~*
can be computed efficiently by applying the permutation to a list of consecutive integers [n].

The R-nearest-neighbor graph: The R-nearest-neighbor graph in 1 dimension of length L is
denoted NNy (L, R) = (V, E) where

V={1,.. L} E ={(u,v) : lu—v|]s <R}, (10)

where | - |3 represents the standard 2-norm. This is the graph for which the vertices are simply the
positive integers up to L and two vertices are connected by an edge if their difference is less than
R. In particular, consider the graph NN;(L, 1) which corresponds to the path graph.

Fact: We can perform an arbitrary permutation a of pebbles placed on the vertices of the path
graph NNy (L, 1) in depth L—1 [Knu97]. The explicit permutation routing algorithm Path-Routing
is presented in Algorithm 1.

Algorithm 1 Path-Routing(a)

Input: Permutation a.
Output: simple permutations 31, ..., 8, _1 such that a = f_10---0 f3;.
labels < {a~!(1),...,a (L)}
t=1.
while t <L —1do
By < {1,...,L}
forie{l,...,|L/2]} do
a < 2i — 1 if t is even else 2i
b« 2i iftis even else 2i + 1
if label(a) < label(b) then > Swap
ﬁt(a) b
10: Be(b) < a
11: Exchange label(a) and label(b).
12: | t+t+1.
13: return 5y, ....,00_1.

To illustrate, we consider a permutation « on the path graph on 8 vertices in Figure 8. Here,
a=(6 7 2 5 3 4 8 1).

We can generalize this concept and define the R-nearest-neighbor graph in 2 dimensions which we
denote by NN3(L, R). It has vertices {u : u = (ug, uy) € [L] x [L]}; two vertices u, u’ share an
edge if |[u — u’|s < R. Our objective is to build up to a routing algorithm on this graph. Before
considering this general case, we study the case where R = 1. The idea used there will be used
again for general R in the next subsection.

Routing on graph products: The main idea we present in this subsection are techniques due
to Annexstein and Baumslag [AB90] to route on Cartesian products of graphs. They showed that
we can derive routing algorithms for the Cartesian product G; x Gy using routing algorithms for
graphs G; = (V1, Eq) and Gy = (Va, Eb).

The general routing algorithm Product-Routing presented in Algorithm 2 below applies to any
two graphs G; and Gy for which routing routines are known. Each v; € Vi, defines a “row”
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Figure 8: Example: implementing the permutation a = (6 7T 2 5 3 4 8 1) with nearest-neighbor
swaps using Algorithm 1.
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Ry, = {v1} x Vo, and each uy € Vo defines a “column” €,, = V; x {uz} *. We call a permutation
a of the vertices of G; X G3 a row permutation if the permutation respects a decomposition into
rows i.e. for all v; € Vi, a: Ry, = R,,. Likewise, for a column permutation, we have that for all
ug € Vo, a: €y, — Cy,. A row or column permutation can be implemented using routing routines
for G2 or GGy by applying the routine to each copy in the Cartesian product.

Lemma 3.1 (Annexstein & Baumslag [AB90]). For any routing a1a on Gi x Ga, there exist
column permutations oy, o and row permutations ag on G such that: aqs = g o ag o o). These
permutations can all be computed in polynomial time. If the permutations oy and oy require depth
at most T, and as requires depth at most To. Then aqo requires depth at most 2T7 + Ts.

We provide some intuition for this lemma. At first glance, one might expect that a row permutation
ay followed by a column permutation as ought to suffice. However, this will not always work—if
two pebbles in a row share the same destination column, then no row permutation will be able to
send both the pebbles to the correct column.

To avoid collisions, we start the procedure with an additional step. We first send pebbles to rows in
which no other pebbles shares the same destination column, so that the routing procedure performs
a column permutation, a row permutation, and finally a column permutation. This problem will
be rephrased as an edge-coloring problem where each color corresponds to the intermediate row
that qubits will be routed through.

We first construct a bipartite multigraph B over the vertices (Va U V3) with left and right vertex
sets both copies of V5 ®. To each pebble, we associate an edge between the initial column on the
left and the destination column on the right. B is bipartite and has degree at most |V;], so there
exists an efficiently computable edge coloring with |V;] colors [Sch-+03] i.e. a decomposition into
|R| disjoint matchings.

To each color, 7 € [V;], we will assign an arbitrary row. For each pebble (edge), we will first pre-
route it to the assigned row (color) before completing a final routing along the rows then columns.

4This notation is inspired by thinking about the vertices arranged as a matrix of size V; x Va.

5A multigraph is a generalization of a graph where two vertices are allowed to share multiple edges
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In a valid coloring, no two edges (pebbles) of the same color (intermediate row) are incident to
the same vertex (column). In the first step, this means that, for every column, each pebble has
a unique intermediate destination row. Further, in the row permutation step, for every row, each
pebble has a unique destination column. Finally, in the last column permutation step, each pebble
is in its destination column, so, for each column, each pebble has a unique destination row.

We assume we are given blackbox access to an efficient edge coloring algorithm for bipartite
graphs [Sch+03] and call it via a subroutine Edge-Coloring in Algorithm 2.

Algorithm 2 Product-Routing(«)

Input: Permutation a: V3 x Vo — V; X V4

Output: Row permutations ay, o} and a column permutation s such that o = o o g 0 af.
. Initialize bipartite graph B < (V2 U V3, &) with no edges.
: for Every (vi,uq) € Vi x V4 do

Draw an edge between ug € Vz and uh € V§ if a(vy, u2) = (vi, uh).

7 < Edge-Coloring(DB)
: for (v1,u2) € E do
oy (v1, uz) < (7(e), uz)
az(7(€), uz) < (7(€), uy)
a1 (7(e), up) 4 (vy, ujy)

P DT W

To illustrate Algorithm 2, we describe how to obtain the permutation routing on the nearest-
neighbor graph in 2-dimensions NN3(L,1). Noting that NNo(L,1) = NNy(L,1) x NNy(L, 1),
Lemma 3.1 implies that an arbitrary permutation on NNo(L, 1) can be implemented using a product
of permutations on the components NNy (L, 1). Recalling that any permutation on the path graph
NN (L, 1) can be done in depth L — 1 implies the following corollary.

Corollary 3.2. Any permutation o on NNo(L, 1) can be performed in depth 3L — 3.

Proof. NNo(L,1) = NN;(L,1) x NNy(L,1), and we can route on NN;(L,1) using an even-odd
sorting network (Algorithm 1). Using Algorithm 2, we have that the total number of steps is
3(L—1). ]

In a different context, the above claim was also made Thompson & Kung [TK77].

Figure 9 shows an example of a permutation of such a lattice using Algorithm 2.

W»

tol

£\

Figure 9: Visualizing the routing algorithm via the space-time path of individual qubits. For each swap location,
a gray rectangle indicated the plane of the swap is drawn for visualization purposes. Note that in the intervals
(to,t1) and (t2,t3) there are only row swaps, and in the interval (¢1,t2) there are only column swaps. Each of
the swaps within a single row or column we obtain by a 1D even-odd sorting network (Figure 8).
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3.2 Permutation routing given long-range gates

In this subsection, we show how to route on NNy (L, R). We do this by finding graph approxima-
tions — subgraphs of our original graph that we can route on nearly as well. We will approximate
NNy (L, R) using a two-step approach—first we show that the complete graph times a 2-dimensional
nearest-neighbor graph approximates NNy(L, R) well; we then show that a sparse graph approxi-
mates the complete graph well. Together, this will result in a circuit with sparse connectivity that
exploits long-range connectivity of range R.

The complete graph & sparse approximations: The complete graph K, is a graph on m
vertices with edges between every pair of vertices. Any permutation a on K,, can trivially be
accomplished in depth 2. Using a complete graph will simplify some of the analysis in this section.
However, K,, is a dense graph; in turn, the corresponding syndrome-extraction circuit we construct
from it will require that qubits are involved in a super constant number of two-qubit gates. To
avoid this problem, we replace K,, by a sparse graph in exchange for a modest increasing in the
depth of permutations. We state some facts about sparse approximations to the complete graph
K,.

Definition 3.3 (Spectral Expander). Let G be a d-regular graph on m vertices where all eigen-
values of the adjacency matriz except for the largest { N}y satisfy |Ni| < A < d. G is said to be
an (m,d, \)-spectral expander.

Fact 3.4 ([Fri03]). For even d > 4 and any € > 0, there is an efficient randomized® algorithm that
returns a random d-regular graph such that it is an (m, d, \)-spectral expander for A = 2v/d — 1+¢.

This fact establishes that a random regular graph is a good spectral expander with high probability.
For d = 4, such a graph can be defined on any even number of vertices, so this family is extremely
flexible. For convenience, we will set d = 4 and m even. We will call a random 4-regular graph
picked in this way on m vertices &,,.

The next fact concerns routing on spectral expanders in an efficiently computable manner.

Fact 3.5 ([ACG94)). Let G be an (m,d, X)-spectral expander. Then, any permutation o : [m] — [m]
can be performed in depth O (ﬁ log2(m)).

Take together, we can replace K, by a random 4-regular subgraph &, on which we can route in
depth O(log2(m)). For our purposes, we assume that the routing algorithm for these sparse graphs
can be accessed in a black-box manner.

Now we are prepared to move on to implementing permutations on NNg(L, R). The depth we will
find is nearly optimal, even when R > 1. For convenience, let us assume that L/R is an integer.
First, note that at distances shorter than R, NNy(L, R) locally “looks” like a complete graph on
R-vertices. We can leverage this to find a spanning subgraph” of NNy (L, R) that is a product of
graphs that we know how to route on: Kp and NNo(L/R,1).

Lemma 3.6. If R divides L, NN1(L/R,1) x Kg is a spanning subgraph of NN1(L, R).

Proof. Using the coordinates [L/R] x [R] for NN1(L/R,1) x K and [L] for NNy (L, R), we can map
the vertices of NN;(L/R,1) x Kg to those of NN (L, R) using the bijection n: [L/R] x [R] — [L]

(a,0) L (a—1)R+b .

Away from the boundary, the neighbors of an arbitrary vertex (a,b) of NNy(L/R,1) x Kg are
(a £1,b) and (a,[R] \ {b}). A vertex (a,b) at a boundary is adjacent to the vertices (a, [R] \ {b})

6We note that the result in [Fri03] only shows that a regular random graph will be an expander with high
probability. However, spectral expansion is efficiently checkable, so this process may be repeated until success.

7A subgraph H of a graph G is said to be a spanning subgraph if all vertices of G are contained in H.
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and one of (a — 1,b) or (a+ 1,b); whichever is in the graph. All elements of these sets are at most
a distance R from (a,b) under 7, so it is a valid edge in NNy (L, R). ]

Clearly, NN; (L, R) x NNy (L, R) is a spanning subgraph of NN»(L, R) given by retaining only those
edges connecting vertices within a single row or column.

Corollary 3.7. Any permutation on NNo(L, R) can be performed in depth 3L/R + 9.

Proof. Denote NN;(L/R,1) x Kr by H. By Lemma 3.6, H is a spanning subgraph of NNy (L, R),
and NN (L, R) x NNy (L, R) is a spanning subgraph of NNo(L, R). It follows that H x H is a
spanning subgraph of NNy (L, R), so any simple permutation for H x H is a simple permutation
for NNy (L, R).

Permutations on Kg and G = NN;(L/R,1) can be implemented in depth 2 and L/R — 1, re-
spectively. Setting G; = Kr and Gy = NNy(L/R, 1) in Lemma 3.1, any permutation on H can
therefore be implemented in depth (L/R —1)+2-2 = L/R + 3. Invoking Lemma 3.1 again with
G1 = Gy = H, we can implement any permutation on H X H and hence, NNo(L, R) in depth
3L/R+9. m

Note even though there are many edges that we do not use, the lowest depth routing can be no
better than the graph diameter of NNy(L, R) which is roughly v/2L/R, so this is nearly optimal.
Furthermore, owing to the translation invariance of NNg(L/R, 1), the embedding of K x Kg X
NNo(L/R,1) is also translation invariant—far from the boundaries, the graph remains the same
locally under translation of R units in the vertical and horizontal directions.

Now, NNy(L, R) is not sparse: the degree of each vertex grows as R?. For practical purposes, it
would be convenient if only a sparse subgraph of NNg(L, R) were used in the routing routine. In
Corollary 3.7, we used only the edges contained in a subgraph NNy (L/R,1) x Kg x NNy (L/R,1) x
Kgr. NNy(L/R,1) is sparse, but Kg is not. However, we can replace K by a sparse expander
graph so that the subgraph we use is sparse. Fact 3.5 supplies such a family of graphs and a depth
O(log? R) routing subroutine.

(a) (b)
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Figure 10: (a) A square lattice NN2(L, R) with a qubit on each lattice point. The blue circle of radius R
denotes the interaction radius for a qubit in the lattice. Such a circle exists around each qubit; we only draw
one for clarity. (b) Approximating the lattice using the sparse product graph Er X Er X NN2(L/R, 1). Different
colored edges come from different factors in the product.

We now bring these ideas together formally in the following corollary.
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Corollary 3.8. For R even, there is an efficiently constructable degree-12 spanning subgraph of
2-dimensional R-nearest-neighbor lattice NNo(L, R) on which any permutation can be performed
in depth 3L/R + O(log® R).

Proof. We will use replace the use of the fully connected graph in Corollary 3.7 with a sparse
expander. Consider a 4-regular random graph £ generated according to fact 3.4. By fact 3.5, we
can route on £x in depth O(log® R).

Now consider the graph H = &g x NN1(L/R,1). Egr is a spanning subgraph of Kg, so it follows
by lemma 3.6 that H is a spanning subgraph of NN;(L/R,1). Further, using Lemma 3.1, we
can implement any permutation on H in depth L/R + O(log2 R), so we can also implement any
permutation on H x H in depth 3L/R + O(log? R).

By an identical argument to Corollary 3.7, we have that H x H is a spanning subgraph of NNy (L, R).
Further, H x H has vertex degree 12% since the max vertex degree of the product of graphs is the
sum of the max vertex degrees of the factors. |

This subgraph is illustrated in figure 10 (b). Later, we will use the contents of the corollary to
construct syndrome-extraction circuits with two-qubit gates of range at most R and where each
qubit only needs to interact with a constant number of other qubits.

4 Bilayer implementation of hierarchical codes

In this section, we will prove Theorem 1.2. Note that R can be taken to be any number (such as
1) and the required connectivity is always sparse. We state Theorem 1.2 here in two parts and
present the proof for each part in turn.

Theorem 4.1 (Theorem 1.2, Part 1). The [N, K, D] hierarchical code Hy is constructed by
concatenating an outer code, a constant-rate [n,k,d, Ay, Ag] quantum LDPC code Q,, and an
inner code, a rotated surface code RSy where dy = ©(log(n)). Let p > 0 and 6 > 1/2, such that
k=p-nandd=0(n’). The code Hx has parameters

K09 =0 () - P00 =0 (%16 | )

Proof. We first define the hierarchical code family {#} and corresponding syndrome-extraction
circuits {C%}. The element of this family indexed by N = N(n) = n-d? is created by concatenating
an outer LDPC code Q,, with an inner surface code RSy, where ¢ = O(log(n)). Recall £ = 2d? — 1
is the total number of qubits used to construct the rotated surface code RS;. The justification for
this choice of ¢ will follow in the next section.

To express n in terms of N, the following bounds will be useful:

=olmm) = rm) w

It follows from the definition of a concatenated code that the number of encoded qubits is K = k(n),
the code distance is D = d(n) - d; (See Section 2.3). As 6 > 1/2, 1 —2§ < 0. Using Equation (11),
we can write

o) sl o

This completes the proof. |

8Degree-8 can be achieved by replacing the g X g factor in the decomposition with a single expander graph
after some modification of parameters.
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The second portion of Theorem 1.2, stated below, guarantees the existence of a syndrome-extraction
circuit for the hierarchical code constructed in Theorem 4.1.

Theorem 4.2 (Theorem 1.2, Part 2). There exists an explicit and efficient construction of an
associated family of syndrome-extraction circuits C3¢ using only local Clifford operations and SWAP
gates of range R such that
N
wet) =), T(CH) =0 (g)

The rest of this section is dedicated to the proof of Theorem 4.2. We construct the syndrome-
extraction circuit C} for the concatenated code with the stated parameters. This circuit is con-
structed in a bilayer architecture and is described in detail below. A bilayer construction of the
syndrome-extraction circuit C< is described in Section 4.1. To obtain C’?v{, each outer qubit in
the syndrome-extraction circuit C< is replaced by a copy of the inner code RS, as described in
Section 2.3.

If C2 requires W = W(C2) qubits, then we need a layout for W surface codes in 2 dimensions. In
Section 4.2, we propose an implementation of RS?W using a bilayer 2-dimensional architecture.
The advantage of this architecture is that entangling gates between codes can be performed in a
transversal manner which reduces the number of extra ancilla qubits. In Section 4.3, we describe a
novel implementation of SWAP gates for this architecture. This completes the set of logical Clifford
operations ;. We will bring these elements together to construct the syndrome-extraction circuit
C¥ in Section 4.5.

Before doing so, we take a brief detour in Section 4.4 to design Level-1 qubits with noise bias. We
will return to this construction in Section 6 to deal with hook errors.

4.1 Syndrome-extraction circuit C'¢ for the outer code

In this section, we design a family of syndrome-extraction circuits {C2} for a constant-rate
[n,k,d, Ay, Ay] LDPC code {Q,}. We assume k = p-n for p > 0 and that m = n — k is
the number of stabilizer generators. In Section 2.1, we described measurement gadgets to measure
each stabilizer generator. We now describe how these gadgets can be implemented in parallel sub-
ject to constraints on geometric locality. We first state the existence of an ideal circuit (C2)ideal
which is not constrained by geometric locality. While we include the proof of this construction for
the sake of completeness, we note that the idea and the proof itself have been used before—for
example, see [DBT21]. For this reason, the proof is relegated to Appendix B.

Define constants A and mg such that
A :=max(Ag, Ay) , mg := max(mx,mz) .

The circuit (C2)*e?! is divided into two phases, where in each phase we measure either X or Z
syndromes. Each phase requires at most (A + 2) stages. It satisfies

W:=W[(C)] =n 4 mg,  s:=T[(C2)) =2(A+2). (13)
The first phase proceeds as follows:

1. All mx ancilla qubits are prepared in the state |+).

2. In each intermediate step 1 < t < A+1, there is a subset P; of all W qubits such that P; is a
disjoint union of mx pairs of qubits, where each pair contains one ancilla and one data qubit
respectively. These pairs correspond to control and target qubits, respectively, for CNOT.

3. All mx ancilla qubits are measured in the X basis.

The second phase is structurally similar with minor modifications:
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1. All myz ancilla qubits are prepared in the state |0).

2. In each intermediate step 1 < t < A+ 1, there is a subset P; of all W qubits such that P; is a
disjoint union of myz pairs of qubits, where each pair contains one ancilla and one data qubit
respectively. These pairs correspond to target and control qubits, respectively, for CNOT.

3. All mz ancilla qubits are measured in the Z basis.

We now use this circuit to construct the syndrome-extraction circuit C'2 that is constrained by
geometric locality. It will have the same space footprint W, but its depth will be different.

Setup: Qubits are arranged in two parallel layers where each layer is a grid of dimensions L x L.
We assume we have access to Clifford operations K where, in addition to nearest-neighbor gates
between two qubits in the same layer, we can perform nearest-neighbor gates between two qubits
that are adjacent but in different layers. We also assume that SWAP gates of range R > 1 are
restricted to a single layer.

Initialization: To accommodate all W qubits required for (C2)!ea! it is sufficient to choose the
smallest integer L that satisfies 2L2 > W. Initially, data qubits and syndrome qubits are distributed
arbitrarily. While further optimization is likely possible, this will not affect the asymptotics, and
certainly results in an upper bound on the circuit volume.

Partition C2 into stages: The circuit C2 will be partitioned into s stages, where in each stage,
we prepare and measure ancilla qubits or simulate long-range entangling gates between pairs of
qubits specified by P;. To simulate a long-range entangling gate, we use a series of SWAP gates
which bring each pair specified by P; close together, followed by the desired entangling gate when
they are sufficiently close. The preparation and measurement stages are straightforward. We now
describe how to perform the long-range entangling gate.

Simulating long-range: In each simulation stage, qubits are arranged such that each pair of P,
are adjacent but in different layers. In the first step of each stage, we apply a permutation to the
ancilla qubit in each pair of P, to ensure that both qubits in the pair are not in the same layer.
Qubits that are not in P; remain stationary. For simplicity, we only permute qubits in the top
layer and keep the bottom layer stationary. This specifies a permutation a; on the top layer. As
this layer is an L x L lattice, we can use Algorithm 2 to design a circuit so that SWAP operations
can be performed in parallel. Using Theorem 1.1, we can construct a sparse spanning subgraph of
NNy (L, R) with vertex degree 12 such that any permutation «; can be accomplished in depth at
most 3L/R+ O(log2 (R)). This is followed by nearest-neighbor entangling gates as specified by P;.
The simulation stages have depth

L
35+ O(log*(R)) +1 . (14)
Accounting for preparation and measurement steps in each phase, the circuit C’nQ has parameters
L
W(CE) =W =n+mg, T(C2) < 2A <3R + O(log?(R)) + 1> +4. (15)

We note that if R = o(L), then the depth is O(y/n/R) (as L = O(y/n). We shall assume that this
is the case for the rest of the paper. We include the bound in Equation (15) with constants (ex.
the 3 preceding L/R) and the dependence on the degree A to highlight that, for R = 1, this is not
merely an asymptotic result and can actually be executed in practice.

The bounds in Equation (15) represent an achievability result—any quantum LDPC code can be
simulated in depth O(y/n/R) as stated in the theorem above. However, it is not asymptotically
tight for all code families (for example, consider the surface code). We expect future versions of
this bound to depend on k and d, and how they scale as functions of n.

Circuit connectivity: In addition to providing a bound on the depth of permutations, Theorem 1.1
guarantees that each lattice position interacts with at most 12 other locations all within a range
R. This implies that the connectivity of the circuit C'2 we have constructed can be ‘static’—once
qubits have been connected by wires of length at most R, we do not change it afterwards.
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4.2 Implementation of the inner code

We have shown that CS is constructed using two parallel layers of qubits, where each layer is
a lattice of dimensions L x L. Here L is the smallest integer such that 2L? > W, where W
is the number of qubits used by C2. To construct the syndrome-extraction circuit O3, we use
two parallel rotated lattices. Each qubit in C< is replaced by a rotated surface code RS, where
¢ = O(log(n)). As each tile uses £> = 2d? — 1 physical qubits, the circuit C}} requires at least
2L2 - {? physical qubits. We also use additional physical qubits which we refer to as buffer qubits
to facilitate logical Clifford operations between tiles. See Figure 11.

Buffer qubits are either placed along the periphery of each lattice or between tiles:

1. First, we include a thin band of “buffer” qubits along the perimeter of each layer for reasons
that we will explain shortly. The band has thickness (¢ 4+ 1)/2 and therefore this adds at
most 2L(¢ + 1)? ancilla qubits per layer. These are denoted as transparent dots in Figure 11
(a).

2. Second, for each surface code, we have d7 data qubits, d7 — 1 ancilla qubits, and 1 extra buffer
qubit (light gray) for later convenience. These are denoted using dark gray, orange/blue and
light gray respectively in Figure 11 (b).

In total, accounting for both qubits used in tiles as well as buffer qubits, we use at most 2(¢ +
1)2(L + 1)% physical qubits. These are arranged in two parallel (rotated) lattices of side length
(L+1)-(£+1)°.

______________________

Figure 11: (a) A top-down view of one layer of the physical layout. At any given time, only some of the qubits
are active; these are denoted using dots with solid color. In contrast, there are qubits that are inactive that
can be used for performing logical operations; these are denoted using dots that are transparent. (b) A small
2 X 2 x 2 unit cell of the physical layout containing 8 distance-3 rotated surface code tiles. Physical qubits
are drawn as dark gray dots. X- and Z-type stabilizer generators within a tile are indicated by a light or dark
gray region with the colored dot used as an ancilla. Thin lines indicate gate connectivity: Each qubit has 5
neighbors, 4 in-plane and 1 out-of-plane. The light gray qubit in the center is unused when the tiles are idle.
Note that this layout does not contain additional ancilla qubits between tiles for lattice surgery: all operations
will be performed transversally.

Physical gates can act either on two neighboring qubits in the same layer, or on adjacent qubits
in different layers. Using only Iy operations, we construct the necessary primitives to implement
the syndrome-extraction circuits C;(,‘.

As described in Section 4.1, the circuit C'2 is divided into s stages. Implementing the syndrome-
extraction circuit for the outer code requires logical Clifford operations K;.

At the outset, both data and ancilla tiles are arranged arbitrarily. Syndromes are measured in two
phases—first we measure the X-type syndromes and then the Z-type syndromes. The first and
last stages of each phase correspond to single-tile logical state preparation and single-tile logical

9Note that there are v2L¢ qubits to a side due to the rotated lattice.
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measurements. Single-tile logical operations of state preparation and measurements can be done
using only nearest-neighbor gates. If Level-0 qubits can be prepared in |0) or |+), then we can
prepare Level-1 |0) and |F) simply by performing the syndrome-extraction circuit which projects
the state into the code space. Similarly, we can perform destructive measurements of logical Pauli
operators X and Z using single-qubit measurements of X and Z.

For each stage where we simulate long-range entangling gates, there exists a partition of outer
qubits P;; Here, P, is the set of mg = max(mx, mz) pairs, where each pair has one outer ancilla
qubit and one outer data qubit respectively. Depending on whether we are measuring X or Z
syndromes, we perform the logical CNOT gate using the outer data qubit as target or the outer
ancilla qubit as target. Data and syndrome tiles that are involved in entangling gates are always
arranged such that the tiles are adjacent but in different layers. As the rotated surface code is a
CSS code, we can perform CNOT gates between surface code blocks corresponding to data and
ancilla qubits using transversal operations. For all these operations — single-tile preparation,
single-tile measurement, and transversal CNOT — we perform surface code error correction after
the operation.

To complete the description of the Level-1 syndrome extraction circuit, it only remains to explain
how the logical SWAP operation is implemented. We propose a novel way to perform this gate when
R < ¢; this is the focus of Section 4.3. We show that an arbitrary permutation requires O(L - dy)
steps. Error correction for SWAP gates is performed in an interleaved manner—we perform a single
round of error correction after each step as described below.

We conclude Section 4.2 by discussing connectivity requirements. As mentioned in the introduction,
we construct syndrome-extraction circuits such that once two lattice positions have been connected,
this does not need to change dynamically over the course of the circuit. Furthermore, each lattice
position only ever interacts with a constant-sized set of other lattice locations. For both error
correction and logical operations, lattice positions (that store a physical qubit) will be involved in
CNOT gates. It would be preferable if the pairs of lattice positions that need to interact did not
change dynamically over the course of the circuit, and instead could be chosen ahead of time.

If the circuit C'2 is implemented such that each lattice position requires only connectivity to a
constant sized set of other lattice positions, then the entire syndrome-extraction circuit C’ﬁ for the
hierarchical code H will only use sparse connectivity of two-qubit physical gates. The proof of
this claim is straightforward for single-tile logical state preparation and measurement — these are
accomplished using local physical operations. Secondly, by construction, logical entangling gates
are implemented transversally and therefore the connectivity does not change. Finally, we will
show in Section 4.3 that for a given L and R, the connectivity required to implement an arbitrary
permutation of tiles will be chosen ahead of time and will not change dynamically.

4.3 SWAP Gate

As discussed above, we can perform logical CNOT transversally. To complete K1, the final ingre-
dient we need are SWAP gates. We first focus on the special case R = 1, and then generalize the
construction to arbitrary R. To implement the permutation returned by Algorithm 2, it suffices
to perform SWAP gates only along one orientation of the lattice at a time, either vertically or hor-
izontally. This restriction is utilized to create a resource efficient SWAP operation that requires no
additional ancilla qubits. The key insight is that movement of individual tiles may be accomplished
by moving all the tiles within a single layer. By performing the transversal SWAP after movement
and then moving back, we can accomplish a SWAP operation between two surface codes that are
not directly on top of each other.

4.3.1 Nearest-neighbor logical SWAP gates

High-level overview: We first provide a high-level overview of the SWAP operation and refer to
Figure 12. Consider a two parallel rows of tiles in the bilayer architecture as shown in Figure 12

Accepted in {Yuantum 2025-04-03, click title to verify. Published under CC-BY 4.0. 29



(a). The tiles in the top row are labeled aj,..., a4 and the tiles in the bottom row are labeled
b1,...,b4. The tiles labeled @ are buffer qubits along the periphery. For ease of visualization, the
picture depicts a single-tile width of buffer qubits along the top layer. In practice, we use two
half-tile width of buffer qubits in both layers. In this example, we swap tiles as and ag; however,
this process can be generalized to swap tiles in parallel. This is accomplished in 5 steps:

1. The logical SWAP operation begins by exchanging alternate tiles between two rows. In
the bilayer architecture, this exchange is performed in a checkerboard pattern, i.e. we swap
alternate tiles along both rows and columns. This can be accomplished using what we call
the staggered SWAP primitive.

2. We can then slide the entire top layer one tile width to the left. In the bilayer architecture,
this will be accomplished using what we call the walking primitive that we describe below.
The top layer will shift a half-tile width in one direction while the bottom layer will move a
half-tile width in the other. This is the reason we use buffer qubits along the periphery—to
accommodate tiles after the walk step.

3. Pairs of tiles that we wish to exchange are now adjacent in different layers. For each pair that
we wish to swap, we perform a swap operation using nearest-neighbor SWAP gates between
adjacent layers.

4. The last two steps are the inverse of the first two steps—we apply the walk primitive and
then perform a swap operation between layers on alternate tiles.

(a) (b) K~ K~ K~ K~ K~
%] aq as as ay %) (%) ai bo as by (]

(R
o000 o060

( d) > > > — —
ay bo as by %) %) ai bo az by %) &

a0 b, sy 1 4]

"o o050 00 " 00000
T3 T3
0 o060 0000

Figure 12: Consider two parallel rows of tiles a1, ...,as and b1, ..., bs in different layers, one on top of another.
Tiles are depicted as squares. The tiles with the label @ represent a tile width of buffer qubits on the periphery
of the top layer. This example demonstrates how to swap two tiles a2 and as. To begin, we swap alternate
tiles in each row as shown in (a). We then use the walk operation to move tiles one unit as shown in (b). For
every pair of tiles we wish to exchange, we perform a inter-layer SWAP as shown in (c). In this example, we
only wish to swap tiles a2 and a3 so the other tiles remain stationary. We then undo the transformation by
reversing the walk in (d) and undoing the alternate exchange in (e). The final panel (f) is the desired state.

Walking primitive: By placing a 1/2-tile wide strip of buffer qubits on the periphery of the lattice,
we can “walk” the entire memory by swapping the physical-level ancilla qubits and surface code
data qubits (Figure 14).1° Using this walking primitive, we can move an entire layer an entire tile
width in depth 2d; using only SWAP-gates. This is a global operation. We will use this primitive
in two ways: First, we implement a transversal SWAP between two tiles that are in different layers
in the staggered-SWAP primitive (explained below). Second, we will use this repeatedly to move
an entire layer half-a-tile width in some direction.

10Not to be confused with the extra buffer qubit per tile.
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Staggered SWAP primitive: When possible, we would like to avoid applying gates directly between
data qubits of surface code blocks as this would introduce (small) extra correlations in the logical
failure probability of tiles. Instead of a direct transversal swap between data blocks, the vertical
SWAP can instead be performed between data qubits in one layer and syndrome qubits in the other
layer. This is accomplished via the staggered SWAP primitive. See Figure 13.

Figure 13: Performing a staggered SWAP operation between layers. Physical qubits are arranged such that
data (ancilla) qubits in the top layer are adjacent to ancilla (data) qubits in the bottom layer. Each qubit in
the top layer is swapped with the qubit immediately below it. This allows us to exchange tiles between layers
without two data qubits directly interacting with each other.

By default, the qubits in the two layers are positioned such that a data qubit in the top layer
is above a data qubit in the bottom layer. This facilitates performing logical CNOT gates via
transversal physical CNOT gates. We can perform a stagger operation using the walking primitive.
This positions data qubits in the top layer above ancilla qubits in the bottom layer. We can then
apply a transversal SWAP between layers, and undo the stagger operation if need be. Over the
course of the Level-1 logical SWAP, however, we only need to undo the stagger operation at the
very end. Throughout the logical SWAP, the two layers remain staggered. If syndrome qubits
are reset before use in a syndrome-extraction round, the surface code blocks have undergone a
somewhat complicated idle operation with no correlated errors generated between the two surface
code blocks.

Level-1 logical SWAP: We are ready to describe the logical SWAP operation.

We begin by exchanging every other tile. This procedure is illustrated in Figure 15; this can
be compared to Figure 12. Steps 1 and 3 (half step shifts) are performed globally with step 2A
(vertical swap) or 2B (half step shifts) performed whether or not a logical swap or logical identity
is scheduled for a given tile. The step 2B is necessary for the logical identity gate, because step
2A would otherwise lead to data qubits of adjacent tiles directly next to each other instead of
separated by an ancilla qubit. In this way, syndrome extraction can optionally be performed after
every layer of SWAP gates.

To summarize, our SWAP-gate is implemented as follows where we account for the depth of each
operation:

1. Use the staggered SWAP on every other tile in a checkerboard pattern to put them in different
layers (depth-3).

2. Use the walking primitive to translate the top and bottom layers d, lattice sites in opposite

directions so that originally adjacent tiles are now stacked (depth-dy).

Optionally perform a staggered SWAP (depth-3).

Translate the top and bottom layers dy lattice sites back (depth-dy)

5. Bring the tiles back to the same layer by undoing a staggered SWAP (depth-3).

=~ w
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Figure 14: Walking primitive used in the SWAP implementation with qubits outside of the 2 x 2 unit cell not
drawn. Swaps of Level-0 qubits are drawn as black lines with crosses. Data qubits become ancilla qubits and
ancilla qubits become data qubits, so that syndrome extraction is possible at every step. A full 1-unit step
to the right of the data qubits can be accomplished following this 1/2 unit step by swapping each (initially)
syndrome qubit with the data qubit up and to the right. Later, we will increase the speed at which the top and
the bottom layers are shifted relative to each other by shifting the top layer in one direction and the bottom
layer in the other.

At every step, we have the necessary ancilla qubits to perform surface code syndrome extraction.
At first, we might think to perform d; rounds of error correction after each of the 5 steps above.
However, because we are working with transversal SWAP operations, we only perform a single
round of error correction after each step. Ideal SWAP gates do not spread errors, and therefore,
the SWAP operation can be seen as a syndrome-extraction circuit on each tile with a higher failure
rate. While performing just a single round of error correction may reduce the threshold, we expect
this change to be minimal. Furthermore, it reduces the depth of the logical SWAP operation, so
our tile SWAP-gate takes 2dy 4+ 9 steps of physical SWAP-gates.

Recall from Section 4.1 that the syndrome-extraction circuit C'2 is split into s = 2A + 4 stages.
Besides the preparation and measurement stages, we simulate a long-range CNOT between pairs
of data and ancilla qubits in each stage. The stage begins by picking an element of each pair and
ensuring that they are in different layers. We can then use the logical SWAP described here to
permute tiles.

Note that the SWAP operations can be performed in parallel between tiles on the same layer; the
SWAP operations exchange tiles in the same row or column as required by the routing algorithm
presented in Algorithm 2. We can use Lemma 3.1 to show that any permutation of tiles on an
L x L lattice can be accomplished in 3L — 3 steps. This allows any desired permutation on the
L x L x 2 lattice of tiles to be accomplished in depth (2d, + 9)(3L — 3).

In fact, we can optimize this further to avoid repeating redundant operations. For all but the first
and last swap operations: 1) Steps 1 and 5 can be omitted. 2) Within step 3, we may omit the
walking step that offsets the upper and lower layers by a half lattice site, so the staggered SWAP
becomes a simple transversal swap. Using these optimizations, any permutation on the L x L x 2
lattice of tiles can be accomplished in depth t,oute Where

troute := (2d2 + 1)(3[/ — 3) + 8. (16)
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Figure 15: 3-step transversal swap implementation between two stacked syndrome tiles that avoids directly
swapping data qubits. The pair of tiles on the right undergoes an identity operation while the pair of tiles on
the left are swapped. In step 1, the top layer is shifted by a half-unit using SWAP gates on the top layer. In
step 2, the pairs of tiles are either swapped using vertical SWAP gates (2A) or shifted using horizontal SWAP
gates to keep alignment (2B). Finally, in step 3, the lower layer is shifted back by a half-unit using SWAP gates
in the bottom layer. This operation has the property that syndrome extraction can be performed in all three
timesteps. The perspective is inclined slightly to show both layers.
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4.3.2 Logical permutation routings

We restrict our attention to range R SWAP gates in a single layer. Interlayer operations are strictly
nearest-neighbor gates, and can be accomplished using the primitives discussed in Section 4.3.1. In

the following lemma, we show that an arbitrary permutation routing of tiles can be accomplished
in depth O(L{/R).

Lemma 4.3. Consider access to physical SWAP operations with range R = o(L - £). We can
implement any arbitrary permutation of Level-1 qubits in the bilayer architecture in depth

O (LY/R).

Proof. We proceed in two cases, R > ¢ and R < {.
Case 1: R>/¢

Level-0 SWAP gates of range R can be used to implement Level-1 transversal gates of range
Ry = |R/¢]. We can route on the Level-1 lattice NNo(L, Ry) using Corollary 3.8 with Level-1
tiles swapped transversally. This guarantees that the depth of any permutation routing of tiles
is O(L/Ry). Each transversal SWAP is followed by a single round of syndrome extraction of the
rotated surface code; this requires constant depth and does not affect the depth of permutation
routing.

Case 2: R</

The range R Level-0 SWAP gate can be used to speed up the walking primitive presented in
Section 4.3.1. Parallelized Level-1 nearest-neighbor SWAP gates implemented in this way take
time ©(¢/R). Combined with the Corollary 3.2, we have that routing takes time O(L{/R). ]

4.4 Biased-noise qubits

In Section 6.4.1, we will be interested in suppressing certain kinds of Pauli errors. When a qubit
experiences X or Z errors with an asymmetric rate, it is said to be noise-biased. In this section,
we will explain how to introduce such a noise bias on Level-1 qubits by modifying the bilayer
architecture.

Let 7 > 1 be the desired noise bias of the Level-1 qubits, and suppose Z errors occur with a
probability p and are 7-times more likely to occur than X or Y errors. We can introduce a noise
bias 7 > 1 on Level-1 qubits by elongating the surface code into rectangular regions where the
minimum-weight X logical operator is longer than the minimum weight Z logical operator. See
Figure 16. Suppose we have a rectangular surface code patch of dimensions dx by dz such that the
minimum weight X logical operator has weight dx and the minimum weight Z logical operator has
weight dz. Considering the minimum weight logical operators, we expect a failure rate oc pl@/2]
in the X basis and o p[92/2] in the Z basis. By taking dx > dz, we can introduce a noise bias.

Gﬂﬂﬂt

dx =dz +4

Figure 16: Creating a biased Level-1 qubit by using a rectangular surface code. In this picture dx = 7 and
dz = 3. The bias is therefore n = O(p™?).
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For simplicity, we assume dx = dz + [log(n)/log(p)] to guarantee a bias of at least n. We also
assume that all Level-1 qubits, data and ancilla both, have been biased. We update the bilayer
architecture to use two Lx X Lz grids of rotated surface code tiles with X and Z distances dx and
dz respectively. Consider a constant-rate LDPC code Q,, with rate p. To accommodate W outer
qubits, we let L be defined by 2L? = W. We then define Lz and Ly to be the smallest integers

satisfying Lz > L - \/dx/dz and Lx > L - \/dz/dx.

It is not sufficient that the qubits themselves are noise biased. In addition, we also require that all
gates preserve this bias. We consider each Clifford operation in turn:

1. Preparation & Measurement: Within the syndrome-extraction circuit for the outer code
where all measurement ancilla qubits are prepared in the |+) state (Section 2.1), X errors on
the ancilla qubits are suppressed by a factor of 7.

2. Entangling gates: In the bilayer architecture, entangling gates are performed transversally.
Transversal gates are naturally bias preserving.

3. SWAP gates: The way we perform SWAP operations does not change as all tiles have the same
dimensions. The buffer region on the periphery of the lattice must be slightly increased to
accommodate the elongated surface code tiles during the walking operation. SWAP operations
themselves do not spread errors and are also bias preserving. !

Together, this completes the requirements for implementing logical Clifford operations ;.

4.5 Syndrome-extraction circuits for hierarchical codes

The syndrome-extraction circuit C¥ for Hy is the circuit CS where we replace each outer qubit
by a tile RS,. In the circuit C3, each gate of C2 from the set K is replaced by the corresponding
element in Ky followed by surface code error correction on each outer qubit. Recall that in Sec-
tion 4.2, we discussed how to perform preparation, measurement and logical entangling gates. In
Section 4.3, we discussed how to perform SWAP gates.

Theorem 4.4. FEach element Hy has an associated 2-dimensional syndrome-extraction circuit
CH with the following properties:

VN
R

W) =ew), T(CH =0 (

Further, each lattice position in C¥ only interacts with a fived set of other lattice positions whose
size is independent of N.
Proof. Consider the family of [n, k,d, Aq, Ay] quantum LDPC codes {Q,,} of constant rate p > 0.

From Section 4.1, W(C2) = ©(n). To construct C¥, each qubit in C2 is replaced by a surface
code RSy. It follows that

W(CH)=0(0)?-0(n) =0(N) . (17)

Secondly, each K; operation in C3 requires depth ©(¢) for error correction. This is because
entangling gates are implemented transversally followed by d, rounds of error correction and, per
Lemma 4.3, the Level-1 logical SWAP operation requires depth O(L - ¢/R) = O(v/N/R).

This implies that
VN

1 Recall that for two single qubit operators A and B, SWAP(A ® B) = (B ® A)SWAP.
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By assumption, logical two-tile operations in Ky can be implemented such that the set of lattice
positions that interact with each other remain fixed. Furthermore, the construction of Section 4.1
guarantees that each of the outer positions in C?\',L only interact with a fixed and constant-sized set
of other outer positions. Therefore, all of the physical positions of C’ﬁ need only interact with a
fixed and constant-sized set of positions in C¥.

This completes the proof. |

5 Overhead, threshold and asymptotics

In this section, we prove that the hierarchical code has a threshold if we use the syndrome-extraction
circuits O} presented in Section 4. We present a formal version of Theorem 1.3.

We recall the bound by Delfosse et al. in Equation (1)
T(C2) = Q (”) . (1)

According to this bound, the physical circuit C’nQ cannot have constant depth and space footprints
simultaneously. This blowup in the volume of the circuit introduces additional failure modes.
Consequently, saturating these bounds by no means ensures the existence of a threshold. This
then seems to have defeated the purpose of simulating a non-local circuit using local operations.

In this section, we present a geometrically-local construction of a circuit C3¢ that encodes a growing
number of encoded qubits and guarantees that a threshold exists. We use code concatenation to
define a family {# x} that we call hierarchical codes. The N*! element of this family is obtained by
concatenating an LDPC code Q,, and a rotated surface code RSy of size ©(¢?). Here N = O(n-£?).

In Section 5.1, we study the failure rate per round pouna and establish its dependence on pphys
for a syndrome-extraction circuit for any [n,k,d,Ag, Ay] quantum LDPC code. The circuits
are themselves faulty and are described by a locally decaying faults model. We show in Section
5.2 that logical gates in the bilayer architecture guarantee that Level-1 logical errors in surface
code blocks are suppressed exponentially following logical Clifford operations. This allows us to
deal with the Level-1 syndrome-extraction circuit for the outer code directly without having to
keep track of Level-0 failure probabilities. Permuting tiles can introduce Level-1 correlated errors
among the tiles. In Section 5.3, we show that there exists a choice of £ such that the p](r(l)zmd is an
arbitrarily small constant. We can then invoke Gottesman’s threshold theorem which we discussed
in Section 2.4 to prove the existence of a threshold.

We conclude this overview by highlighting some features of this construction.

1. We show that ¢ = ©O(log(n)) is sufficient to achieve a threshold for the outer code. If the
code Q,, has constant rate, then the code Hy has rate O(log(n)=2) — 0 as n — oo.

2. Although outer and inner codes are both LDPC codes, Hy is itself no longer an LDPC
code—it uses stabilizer measurements that have weight log(n) as the side length of the inner
surface codes is ¢ = O(log(n)). However, the logical operators of the surface code can be
measured (destructively) using only single-qubit measurements.

3. There is a cost to locality—the sub-threshold scaling of the logical failure rate is qualitatively
different from the typical exponential error suppression as a function of the distance. Instead,
we see a strictly sub-exponential, but still superpolynomial, suppression of the logical failure
rate with the distance.

5.1 Evolution of errors in syndrome-extraction circuit C'2

Consider an [n, k,d, Ay, Ay] LDPC code family {Q,,} with constant rate, i.e. k = p-n for some
constant p € (0, 1) and distance d = ©(n°) for some constant & € (0, 1]. In Section 2.4, we discussed
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how Gottesman’s proof for the existence of a threshold for LDPC codes depends on the number of
errors per round of syndrome extraction on both data and ancilla qubits. In this section, we shall
study how the probability of errors per round depends on the circuit C'2.

Recall the circuit C'2 described in Section 4.1. Qubits are arranged on two parallel lattices where
each lattice has dimensions L x L. Here, L is the smallest natural number that satisfies 2L? > 'W.
In total the circuit has s = 2A + 4 stages which can be broken down as follows. The syndrome-
measurement circuit C< is divided into two phases, one for each of X- and Z-type syndrome
measurements. Bach phase is further divided into A + 2 stages, where A = max(Ag, Ay). In
addition to one stage each to prepare and measure ancillas, there are A stages where we simulate
long-range entangling gates. In each such stage, we permute qubits in the lattice using SWAP gates.
Given access to SWAP operations of range R, the permutation has bounded depth Tpermn = O(L/R).
This is then followed by nearest-neighbor entangling gates.

Our first result is technical and allows one to compose locally decaying distributions.

Lemma 5.1. Let Pr; and Prg be two independent and locally decaying distributions on [n] with
rates py and ps. Consider the distribution Pr: Pow(n) — R defined as

Pr(E) = Z Pry(By) - Pry(Es) . (19)

E1,E2C[n]
ECFE\UE>

Then Pr is a locally decaying distribution with rate p = p1 + p2, i.e. for all E C [n],

Pr(E) < (p1 +p2)!7! . (20)
Proof. For E C [n], we can write
Pr(E)= Y Pry(F1)Pry(Bs) (21)
E1,E>C|n]
ECE1UE>
§ Z PI‘l (El)PI‘Q(EQ) (22)
E.,E,CE
E=FE,UFE5
|E|
EN\ v |El-w
< v 23
<3 (ot (23)
= (m +P2)‘E| (24)
The result follows. [ |

Lemma 5.2. Let e € FY be a random binary vector such that E = supp(e) is distributed according
to a locally decaying distribution with rate p. Let M € F3'*™ with row and column weight at most
A and f =M - e be a random variable induced from e. Then F = supp(f) is distributed according
to a 28p*2 locally decaying distribution.

Proof. For a set of bits A C [n], denote its image under M by M(A) defined as the union of
columns M; of M in A. Le. M(A) := [J;c 4 supp M;. The probability that an error set F' C [m)]
on the output occurs

Pr(F)= > Pr(E), (25)
EC[n]
FCM(E)

i.e. in order for F' to have occurred, there must be a set of errors on the input such that F is in
the image. We can rewrite this sum in terms of the largest subset of the powerset I C Pow(n) such
that for any single set E € J:

1. We have that F C M(E).
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2. For all non-empty subsets G C E, F ¢ M(E \ G).

Each element of J is minimal in the sense that it is a subset of no other element of J (Assumption 2)
while still having F' in its image (Assumption 1). The second condition will allow us to replace the
1/3;() with Pr(-) in the sum without loosening the upper bound. Additionally, the column weight
of M is at most A, so the size of each element E € J is at least |F|/A. Using the locally decaying
distribution assumption yields

Pr(F) <> Pr(E) (26)

Eed
< [3]-pfVA (27)

It now remains to count the number of elements of J: Let J C [m] be the preimage of F' in the
sense that for every element e in J, the intersection of M({e}) with F' is not empty. The row
weight of M is at most A, so J is no larger than |F|A. Every set F in J must satisfy £ C J or
else there would be some element a € E such that £ C M(E \ {a}) (contradicting Assumption 2
on J). Finally, there are 21/l subsets of .J, so |J| < 2|7l < 2IFI2, Continuing with the bound, we
have that

Pr(F) < 9] - pl*1/ (28)

< 2F1A plFl/A (29)

_ (2A .pl/A> " (30)

The result follows. |

The syndrome-extraction circuit C' has a special structure—errors do not spread from one data
qubit to another or from one ancilla qubit to another. We show that this implies that D and A are
distributed according to a locally decaying distribution. Before doing so, we review the symplectic
representation formalism which we use in the following proofs.

The symplectic representation: For W € N, consider any Pauli operator P € Py and suppose
it is expressed as P = X(p.)Z(p.) for p,,p. € F;M“. Clifford unitary operators U map Pauli
operators to Pauli operators under conjugation, i.e. UPUT is a Pauli operator. Equivalently, this
can be represented as a linear map on p, and p,. Corresponding to U, there exists a matrix
M e F%WXZWH such that the action of U on P can equivalently can be expressed as

()5 (2) i

All arithmetic on symplectic vectors is performed modulo 2; we drop the ‘mod 2’ suffix in the
equations that follow.

Recall that the W = W(CS) qubits in C2 are partitioned into data qubits and ancilla qubits
respectively. Controlled-P gates for P € P only use the ancilla qubits as control and data qubits
as target. Let d,, d, € ]F;”l and a;, a, € Fg“’“ represent the Pauli operators D and A on data
and ancilla qubits respectively. For the purposes of understanding how errors accumulate over one
round of syndrome measurements, we are not interested in the physical locations of the qubits. As
far as their action on D and A are concerned, we treat SWAP gates as (noisy) idle gates .

In any given time step of C'$ where we apply entangling gates, all qubits interact with the same
type of gate (CNOT or CZ) or remain idle. The corresponding symplectic matrices have a very
special form. We can write the joint evolution of D and A under the Clifford transformation acting
on the X- and Z-components separately:

12The matrix M has additional structure—it is symplectic [Got97], but this is not relevant for this proof.

13Colloquially, SWAP gates change the locations of qubits in physical space, not in ‘math’ space. For instance,
suppose each qubit has a label 1,...,n and we choose to represent the vector pz as (pz(1),..., pPz(n)), where pz(7)
represents the Pauli operator on the i*! qubit. Then moving qubits around in physical space using SWAP gates
does not affect the i*P component py(i). For this reason, we ignore the action of SWAP on p; and p.
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1. If qubits are only involved in CNOT operations that use ancilla qubits as control qubits and
data qubits as target qubits, then there exists a matrix M € F5™**" such that

(T @b

For every pair of qubits indexed by ¢ € [mg] and j € [n] that are the control and target of a
CNOT, the (i,7) entry of M is 1. The other entries are 0. In this setting, we note that a,
and d, remain invariant.

2. If qubits are only involved in CZ operations that use ancilla qubits as control qubits and data
qubits as target qubits, then there exists a matrix N € F5'?*" such that

d, d, d, d.+NT.a,
()~ () (@)= @)

For every pair of qubits indexed by i € [mz] and j € [n] that are the control and target of a
CZ, the (i,j) entry of N is 1. The other entries are 0. In this setting, we note that d, and
a, remain invariant.

In the symplectic representation, we can see that the structure of a syndrome-extraction circuit
is special because in each phase where we measure either X or Z syndromes, there is always an
invariant subspace (for example, d,, a, when measuring X-type syndromes).

The induced error model: In the symplectic representation, a faulty Clifford operation can be
expressed as an affine map—there exists random variables b,, b, € F;N“ such that the noisy

operation can be expressed as
Az Pz b,
=M- + . 34
(qz) (P) (bz> (34

The errors b,,, b, are caused by faults. The faults are themselves are distributed according to the
locally decaying distribution F with failure rate ppnys. Let X, Z be the induced distributions over
b, and b,. For example, X' (b,) represents the sum of the probabilities over all events where the
error is (bl,, b’) such that supp(b,) C supp(b’,). In other words, it represents the total probability
that the error has a non-trivial X component on supp(b,).

When the circuit C' is composed of elements from K, we can say more about the induced distribu-
tions X and Z.

Lemma 5.3. Consider a Clifford circuit of depth 1 composed of elements from K. The induced
total probabilities X, Z are locally decaying distributions with failure rate \/Dphys-

Proof. We shall prove this statement for the distribution X’; the proof for the distribution Z is
identical. Fix an arbitrary vector b, € {0,1}W.

Suppose a fault F' results in some error b/, such that supp(b’,) 2 supp(b,). This implies that F’
must obey supp(F') D supp(b,). Let F' be the smallest set of fault locations such that supp(F') D
supp(b). Because the circuit C has depth 1 and is composed entirely of only 1- and 2-qubit gates,
this implies that |F| < |b,| < 2|F].

By definition, the total probability of the fault F' is F(F') a locally decaying distribution with
failure rate ppnys.

S (\/pphys)lbm‘ . (36)
The result follows. [ |

We are now ready to study prouna and its dependence on C'2. To set the stage, we first consider
ideal syndrome extraction in the absence of circuit faults. We focus our attention on the extraction
of X-type syndromes and note that the analysis for the Z-type syndromes is identical.
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Consider a corrupted code state E |1)) where ¢ is a code state and E = X(e,)Z(e,) is some Pauli
operator. If the syndrome-extraction circuit C'2 has no faults, the joint state of the data and
ancilla qubits after the circuit is described by'4

Ely) ® Z(ox) |[+)*™ | (37)

where ax represent the ideal syndromes for X-type stabilizer generators.

In this setting, we can use Equation (32) to update X- and Z-components of Pauli operators under
the action of CNOT. Initially, the X and Z components of the state E |1)) ®|+)®" can be expressed
as (e;|0), (e,]|0), where 0 is the all zeros vector of length mx. The vector 0 means that we assume
that the input to the circuit is the state E [)) @ |+)®™; preparation faults on the ancilla occur in
the first time step. For 1 < ¢ < A 42, we apply CNOT gates specified by a matrix M(®) € Fy»**",
If we do not apply an entangling gate (i.e. when we SWAP qubits), then M® is a matrix of zeros.
Otherwise, the (i, ) entry of M) is 1 if and only if the i*® syndrome qubit and the j*" data qubit
are involved in a CNOT gate in the t"" time step. In the absence of circuit faults, the X components
of the error (e,|0) are left unaffected during the phase where we measure X-type syndromes. On
the other hand, the Z-components transform as

(T)) - <Zt A0 .ez) : (38)

The vector ., M® - e, is the X-type syndrome ox. In other words, >, M® =: Hy is the
symplectic representation of the X-type stabilizer generators. Note that Hy is a sparse matrix
with at most A, ones per row and A, ones per column.

Next, we move on to the setting where circuit components are faulty. The final state of the data
and ancilla qubits is different from Equation (37) because of circuit faults. We express it as

(D& A) (Elw) @ Z(ox) [)°™) (39)

where, D and A represent errors due to faults in the circuit C< on the data qubits and ancilla
qubits respectively. The symplectic representation of the final Pauli operator on the data and

ancilla qubits is
e, + dz e, + dz
() G @

The probability of errors per round, pround, is the maximum failure rate for the distributions
describing d.,d., a,, and a,.

Theorem 5.4. The induced distributions X and Z that govern the errors DQA are locally decaying
distributions with failure rate pround, where

Pround < 2271 T(C2) - (ppnys) /A2 |

where A = max(A,, A,) is the number of stages in the circuit C2.

Proof. Recall that the circuit C'2 proceeds in two phases, with the first phase used to measure X-
type syndromes and the second phase used to measure Z-type syndromes. For brevity, we allow Tx
and J7 to be the depth of the circuit C'2 corresponding to each phase; this means T(C2) = Tx +7T7.
Here, we focus on the first phase of C'2 which is used to measure X-type syndromes and study the
evolution of Z-type errors; the proof of the remaining three cases is identical and for this reason
we omit them.

Let b, b\ € {0,1}™ and e el e {0,1}™ be the errors on data and ancilla qubits induced
by faults caused at time ¢. In turn, these errors can spread to other qubits and interact with errors

14The ancillas are disentangled from the data block by measurement.
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at later times. Using Equation (32) repeatedly, we can write the final error e, + d., ox + a, in
terms of the errors at each step as follows:

e, +d, e, + b(Zt)
< ) — 2 : (41)

Zt M(t) ‘e, + Zt M(t) . Zt'<t bgt/) + Zt Cgt)

As we are only measuring X-type syndromes, all sums are over time steps ¢ in the first phase of
the circuit. For time steps ¢ where we do not apply a CNOT, all entries of M(®) are 0.

ox +a,

We can simplify Equation (41) by eliminating e, and ox = ), M® . e,

dz Zt b'(zt) 42
N (t) . @ | (42)
> M Zt’<t b+, c

While it is a straightforward consequence of the linear evolution under symplectic transformations,
being able to write d, and a, without e, and e, means that the Z-components of the errors d,
and a, do not depend on the input error E.

Furthermore, the special structure of the syndrome-extraction circuit is reflected here — d, is
simply the sum of the errors bgt) caused by faulty gates at each step. In other words, Z errors on
data qubits are not affected by Z errors on ancilla qubits.

We simplify this further using two observations. First, we will find it useful to reorder the sums
within this equation as follows:

SO wa—zzmq MO ”—Z(ZM(’))-b(Z’). (43)

t'<t t >t/

where 1[t" < t] is the indicator function, i.e. it is 1 when ¢’ < ¢t and 0 otherwise. The terms on the

right-hand sides of these equations have a natural interpretation — for example, the error b(zt)
that occurs on data qubits at time ¢’ can propagate to ancilla qubits at times ¢ > t'.

Second, it is difficult to directly deal with sums of random vectors modulo 2 that appear in
Equation (42). Instead, we re-write Equation (42) in terms of the support of the vectors. To this
end, we note that

supp (Z M )> C supp <Z M t)> = supp(Hx) . (44)

t' >t

Together, these observations mean we can rewrite Equation (42) as
d. >, bt
supp ( ) C supp < ® ® (45)
Az HX’thZ +Zt02

b"
< [ Jsupp < > (46)

Hy -bl" 4 c”

C Ubupp KHX I, > (Eg;)] : (47)

where I,, and I,,,, are identity matrices of dimensions n and myx respectively. We pause to explain
the two simplifications in words. Substituting » ., M®) with Hy corresponds to a worst-case
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setting—an error on an ancilla qubit can propagate to all data qubits in its support regardless of
when the error on the ancilla qubit occurs. Second, by dealing with the union of the supports of
the vectors instead of the vectors themselves, we upper bound the maximum size of the final error.
Evaluating the probability of this event allows us to upper bound the probability of a final error
D®A.

We can bound the probabilities of the terms in Equation (47). The errors at time ¢,

b
)

are independent of errors occurring at ¢’ # ¢ — induced errors at different time steps are indepen-
dent because faults occurring at different time steps are independent. As shown in Lemma 5.3, the
induced distributions over errors at each time step are locally decaying distributions with failure

rate | /Pphys-

Next, Lemma 5.2 describes how the distribution is transformed when errors undergo linear trans-
formations. Consider the terms in Equation (47):

I, o) [bY
(HT; Imx> (C,(zt)> ’ (48)

Hyx has row and column weight at most A, so the block matrix that appears in Equation (48) has
column weight at most A + 1. By Lemma 5.2, each term in the union is distributed according to
a locally decaying distribution with failure rate 22+ (pppys) /A4,

Finally, Lemma 5.1 allows us to bound the failure rate of the compositions of independent locally
decaying distributions. This, in turn, is an upper bound on the rate of the locally decaying distribu-
tion Z over d,, a,. The union extends over the depth Tx of the circuit required to measure X-type
syndromes terms. Applying Lemma 5.1 repeatedly, we find Z is a locally decaying distribution
with failure rate

2A+1 . ‘IX . <pphys)1/2(A+1) ) (49)
By an identical argument, the X errors are distributed according to a 22+ - Ty - p;{;(fﬂ) locally

decaying distribution. In turn, this means that the induced distributions X and Z are locally
decaying distributions with failure rate 23+ . Ty + (ppnys) /24D,

Repeating the same analysis for the Z-type syndrome measurements, we find that the X and Z
distributions describing induced errors are locally decaying distributions with failure rate

2A+1 . (J-'Z . <pphys)1/2(A+1) . (50)

We can use Lemma 5.1 again to bound the failure rate per for the entire circuit C2. As T(CS) =
Tx + Tz, we arrive at the result that X and Z are locally decaying distributions with failure rate
Pround where

Pround = 2A+1 : T(CTZQ) : (pphys)1/2(A+1) . (51)

When qubits are arranged on an L x L lattice, the circuit depth T(C2) is O(y/n/R). If gates are
constrained by geometric locality, i.e. R = w(L), then the depth of the circuit C2 grows with the
code size n. However, for the existence of a threshold, we require p.ounqa to be some fixed constant.
We therefore only achieve a threshold if the physical failure probability vanishes as the size of the

code increases:
1 2(A+1)
—_— . 2
(sem) 1 52
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However, if we were to use a concatenated construction, where the outer code is the constant-rate
LDPC code Q,, and the inner code is a surface code RSy, then we can choose pynys to decrease
exponentially with the size of the inner code. We study this in the next section.

Finally, we comment that the factor 221! that appears in Theorem 5.4 can very likely be reduced.
However, this particular version of the theorem is sufficient for our purposes, namely to prove
the existence of a threshold for the hierarchical scheme. For readers interested in applying the
hierarchical scheme to the real world, we shall estimate the logical failure rate of the hierarchical
scheme numerically in Section 6.

5.2 Coarse graining concatenated circuits

In the next two sections, we will analyze the concatenated code by applying Gottesman’s theorem
described in Section 2.4 to both the inner code and the outer code. In this section, we apply it to
the inner code; for W = W(C$), the inner code RSZ@W is itself an LDPC code. In Section 5.3, we
will apply Gottesman’s theorem to the outer code.

In Section 2.3, we described how we cannot ignore the details of the Level-0 syndrome-extraction
circuit in a concatenated code. In this section, we show that if logical gates on surface codes are

performed as described in Section 4, then they are fault tolerant. We show the existence of a
(0)

threshold q(o) such that if the failure rate per round is below Uphys:

phys
Level-1 operations and ignore Level-0 operations.

then we can directly study

Consider an input state py, € (RS¢)®W in the bilayer architecture. Let Level-0 faults on the

syndrome-extraction circuit be distributed according to a locally decaying distribution with failure
(0)

rate Pphys-

The failure rate per round on the data qubits and the syndrome qubits is the same because data
and syndrome qubits both interact with 4 other qubits. Let q(o) © " be the thresholds for

in 1+ 9round
surface code error correction as defined in Section 2.5. Suppose we are below threshold. Then
after error correction, tiles that have not failed are described by a locally decaying Level-0 error
model with failure rate pggzmd. Theorem 5.4 guarantees that the failure rate per round grows with
the depth of the syndrome-extraction circuit; it also relies on the degree of the qubits and stabilizer
generators. If we measure X and Z syndromes separately, the depth of the syndrome-extraction
circuit is at most 12. The degree of the qubits and stabilizers is 4. Using Theorem 5.4, we can

bound the failure rate per round of surface code syndrome extraction:'®

1/10
0 0
pgolnd <384 (pI(Jh)VS) . (53)
This bound can be much better—for example X and Z syndromes can be measured in parallel
which, in turn, can reduce the depth of the circuit; we can also likely reduce the constant 384 in
front of prouna. However, we continue to use the bound in Equation (53) for simplicity.

We can use Theorem 5.4 to show that the logical operations for the bilayer architecture are fault
tolerant. We argue that both the Level-0 and Level-1 failure rates after the operation are constant.

Theorem 5.5. Let C' be the circuit on a state py, € ’RSZ@W such that each tile is involved in at

most one logical gate in IC1. Tiles that have not suffered a logical error are described by a locally
(0)

decaying error with Level-0 input failure rate p,. .4

There exists a threshold qp()(})l)yS such that, if pl(ﬁl)ys < qp()(})ll,s, then

1. the circuit C is described by a Level-1 locally decaying faults model with Level-1 failure rate

pl()lh)yS = exp(—cgc - £).
2. the output is described by a Level-0 locally decaying errors model with failure rate less than

(0)
Pround-

15The constant 2211 = 32 and 32 x 12 = 384.
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Proof. Let pi, € RS? W be a noisy code state with Level-0 errors described by a locally decaying
(0)

distribution with failure rate p | 4

For sufficiently low logical failure rate, we can use Gottesman’s result presented in Section 2.4

to bound the failure rate for error correction and to show that after error correction, the Level-0
(0)

errors are locally decaying distributions with failure rate p; 7, 4-

State preparation: Suppose we wished to prepare the state |6>®m for the code RS?’”. Each
Level-0 qubit is prepared in |0) and we then perform the syndrome-extraction circuit for the surface

code on all m copies. The Level-0 errors are described by a locally decaying error model with failure

i(g) = p;%)ys. The faults in the syndrome-extraction circuit C' are also described by a locally
(0)

phys*

rate p

decaying faults model with failure rate p Error correction is successful if

0 0 0 0
pl()h)ys < ql(n) ’ pl(‘ozmd < qu)lnd . (54)

Entangling gates: Entangling gates between data and ancilla blocks are performed in a transver-
sal manner. Errors due to faults in the transversal gate are distributed according to a locally de-

©)  Lemma 5.1 shows that the input to error correction is a

phys*
state with Level-0 errors described by a locally decaying distribution with failure rate pl(rg)un d +p$)ys.

caying distribution with failure rate p

Error correction is successful if

piglnd +p§)?1)ys < ql(rcl)) ’ pfgzmd < qr(g\)lnd . (5‘5)

SWAP gates: Assume that the Level-0 failure rate is pgglnd. The logical SWAP operation is
decomposed entirely in terms of physical SWAP operations. As these are non-entangling operations,

the error distribution is a locally decaying distribution with failure rate pl(fil)ys. We can use

Lemma 5.1 to find the effective failure rate per round. This is equal to the sum of the failure rate
per round of syndrome extraction and the failure rate of the SWAP gate itself. Note that because
the SWAP gate has larger depth, we perform more than d, rounds of syndrome extraction.

Therefore, the failure rate per round on both data and ancilla qubits is pig)und + p]()(;l)ys. Error
correction is successful if
(0) (0) (0) (0) (0)
Pround < > Pround + pphys < Ground - (56)

Logical measurement of Pauli operators:

We will wish to measure logical operators on tiles that represent Level-1 ancilla qubits. Consider a
state with Level-0 errors distributed according to a locally decaying distribution with failure rate
piglnd. We first study the logical measurement of a single tile.

To destructively measure the logical X (Z) operator on a single tile, we can measure each of the
physical qubits in the X (Z) basis. This is permitted by our available operations in Ky. Faults

on measurements are distributed according to a locally decaying distribution with rate pgil)ys. The

resulting distribution on the output bits is a locally decaying distribution with rate pggzmd + pi)oh)ys.
We can use each of the individual Level-0 qubit outputs to infer the values of each of the X-type

(Z-type) stabilizer generators and correct Z (X) errors. This fails with probability exp(—cge - £).

We can now study all tiles that undergo measurement. As measurements on each tile are performed
separately, this induces a Level-1 measurement error with probability exp(—cgc - £).

In the mean time, tiles that represent data qubits remain idle for 1 time step. As we assume

idle errors are distributed according to a locally decaying distribution with failure rate pg}?ys, the
© 4 0
round pphys'

PO + pf)%)ys <q. (57)

Level-0 error rates on these tiles are p Error correction is successful if
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Combining requirements for all operations: We can use Equation (53) to state pigl)md <

384(]9;%)%)1/ 10" and note that both pl()%)ys and p;%)ys are less than (pgil)ys)l/ 10 Therefore, we can

define the threshold qgoh)ys using the bounds in Equations (54), Equation (55), Equation (56) and

Equation (57):
)\ 10 ©) 10
© . 9in qroun
afiy, = min <385> 7<385d> . (58)

Below threshold, we can invoke Gottesman’s result to guarantee error suppression; we obtain a

logical failure rate pl()lh)yS = exp(—cgc - £).

5.3 The syndrome-extraction circuit C¥ has a threshold

In this section, we prove that the hierarchical code Hy has a threshold if we measure syndromes
using the circuit C%¥. We review the construction first and the corresponding assumptions on failure
rates. Thus far, we have simply stated the relationship between ¢ and n, i.e. that ¢ = ©(log(n)),
without justification. We show in Lemma 5.6 that letting the inner code have size ¢ = O(log(n))
is indeed sufficient to achieve arbitrarily small, but constant, Level-1 failure rate per round pgfmd.
We bring these elements together in Theorem 5.7 to show that the hierarchical construction has a

threshold.

Recall that the hierarchical code Hx is constructed by concatenating an outer [n,k,d, Ay, A,
constant-rate LDPC code {Q,} and inner [d7,1,d,] code RS,. The family Q, has parameters
k= p-n for p >0 and distance d = ©(n°) for § > 0.

Suppose we are given an input state of the concatenated code H subject to the following error
model:

1. Errors on the state are distributed according to locally decaying distributions:
(0
m
(1)

in *

(a) on Level-0 with failure rate p; ’, and

(b) on Level-1 with failure rate p

2. Level-0 faults in the circuit are distributed according to a locally decaying distribution with
(0)

failure rate Pphys-

Let pigzmd denote the failure rate per round of syndrome extraction for the rotated surface code.

As the depth of the syndrome-extraction circuit for the rotated surface code is constant, for fixed
values of pgfl)ys, piglnd is also a constant (See Equation (53)). We assume p{0) < pgglnd because it

will make the following statements easier.

Qubits are laid out on a bilayer architecture as described in Section 4. Physical qubits are ag-
gregated to form W(C2) rotated surface codes RSy; these form 2L? tiles where L is the smallest
integer satisfying 2L2 > W(C2).

The product code ’RS;’W is itself an LDPC code. The tiles will be used to simulate long-range
entangling gates required to perform the syndrome-extraction circuit C'2 for the outer code. Single-

tile preparation and measurement, and two-tile entangling gates are described in Section 4.2; Level-
1 SWAP gates and permutations of tiles were described in Section 4.3. Recall that qé%)ys € (0,1]
was defined in Section 5.2. Per Theorem 5.5, if the input state has Level-0 errors described by a
Eg)und and pgil)ys < qr()%)ys, Level-1 circuit faults are

distributed according to a locally decaying distribution with failure rate pélh)ys and Level-0 residual

(0)

round

locally decaying distribution with failure rate p

errors are described by a locally decaying distribution with failure rate p on tiles that have
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not failed. This result allows us to coarse grain the Level-0 circuit and study Level-1 errors and
faults directly.

For the outer code to have a threshold, we require that the [n,k,d, Ay, Ay] LDPC code family

{9, } has a syndrome-extraction circuit such that pgilnd remains a sufficiently small constant as

discussed in Section 2.4. In the following lemma, we show that £ = ©(log(n)) is sufficient to achieve
this.

Lemma 5.6. Suppose Level-1 faults on the syndrome-extraction circuit 017\',‘ are distributed accord-
1

bhys- Then, for arbitarily small constant

ing to a locally decaying distribution with failure rate p

e >0, p(l)

round

< & can be achieved using £ = O(log(n)).
Proof. From Theorem 5.4, the failure rate per round scales as

; (59)

1/2(A+1)
Pohna = 2271 7(C2) - (1))

where A = max(A,4, A,) is some constant for a fixed family Q,,. We want pgl)md to be an arbitrarily

small constant € > 0. Per Theorem 5.5, Level-1 faults are distributed according to a locally
decaying distribution with failure rate which implies that psh)ys = exp(—cgc - £). From Section 4.1,

T(C2) = O(L/R) = O(v/n/R). Therefore, the upper bound on pélh)ys can be satisfied by choosing

£ = 0O(log(n)). |

In particular, there exists a threshold qﬁél)md for the outer code Q,, for the syndrome-extraction

circuit C2. This can be achieved for some £ such that £ = O(log(n)).

Theorem 5.7. There exists a choice of £ such that £ = O(log(n)) and thresholds qi(g), ql()(}]l)ys and
qi(i) such that if

max (p) pha) <0 Pime <. P <di

then the following is true. With probability at least 1 — py (N), the state after error correction is
correctable by an ideal decoder where, for some positive number ¢y that is independent of N,

N5
pr(N) < exp (—CH . log%(N)) )

Furthermore, the residual errors are distributed according to a locally decaying distribution with
1)

round And piglnd on Level-1 and Level-0 respectively.

failure rates p

Proof. Suppose pi(r?) < qi(r?) and pgj)ys < q;(>(})1)_ys' By definition, this is sufficient to perform Level-1

logical gates and surface code error correction as per Theorem 5.5.

Next, the LDPC code has thresholds qi(i) and qr(cl)fmd (See Section 2.4). The input state has Level-
1)
extraction circuit on the outer LDPC code to be successful, we require pi(i) < qi(;).

1 errors described by a locally decaying distribution with failure rate p For the syndrome-

Finally, we require that the Level-1 failure rate per round is below the corresponding threshold
p1(rc1)31nd < qr(il)lnd . (60)
From Lemma 5.6, this can be achieved using ¢ = ©(log(n)).

By definition, syndrome-extraction is successful if the ideal decoder Ry is able to recover the
final state. The code Hy fails if the outer LDPC code Q,, fails, i.e. the probability of failure is

pr(N) = po(n) = exp(—cg - d(n)) = exp(—cg - O(n%)).
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Using Equation (11), we can express the probability of failure py (N) in terms of N:
]Vﬁ
N)<exp|—cy —5— ) . 61
) < e (e i) (o1
for some positive number cy that is independent of V.

Residual errors are distributed according to locally decaying distribution:

1)

round

0) .

round’

1. on Level-1 with failure rate p ; this is guaranteed by Gottesman’s result applied to the
outer code.

2. on Level-0 errors failure rate p This is guaranteed by Theorem 5.5.

The result follows. [ |

We reiterate that py (N) is an upper bound on the failure rate for the Level-2 error probability
distribution.

This analysis depends crucially on the failure rate of the SWAP gates; pgl)md, and therefore the size

of the inner code, scales with the depth of the circuit because of noisy SWAP operations. In proving
Theorem 5.7, we were agnostic to the failure modes in the circuit and assumed that all Level-1
two-qubit gates fail with probability pl(jlh)ys. However, if the fidelity of physical SWAP gates can
be improved over the fidelity of entangling gates, this can reduce the overhead for the hierarchical
scheme significantly. We provide evidence for this in Section 6.3 where we estimate the logical
failure rate for the hierarchical scheme. In certain architectures such as trapped neutral atoms,
SWAP gates can be performed by physically moving the trap [Blu+22]. In this case, the failure

rate for the SWAP gates may have no direct connection to the failure rate for CNOT operations.

6 Comparisons with the basic encoding

We have shown that the hierarchical code {Hy} has a syndrome-extraction circuit that can be
constructed using gates restricted by geometric locality such that it has a threshold. Below thresh-
old, the WER is suppressed superpolynomially, but subexponentially in N. It is natural to ask
whether the resources spent in performing SWAP gates can be better spent simply building a more
robust surface code. In this section, we consider the basic encoding Bj; which encodes K logical
qubits in surface codes RSy,,. We compare the hierarchical scheme and the basic enconding in
different ways.

We show in Section 6.1 that for a target WER, the syndrome-extraction circuit for the hierarchical
memory is more efficient than the syndrome-extraction circuit for the basic encoding. This is
measured by the depth and width of the corresponding circuits. We will state and prove a formal
version of Theorem 1.4. Depending on the value of the threshold for the outer LDPC codes however,
it is not immediately obvious that this scaling manifests for practical block lengths. In the rest of
this section, we present numerical estimates for the WER py;(N) of the hierarchical memory and
contrast it with the WER pg(M) for the basic encoding. We do this by demanding a fixed total
number of qubits for both schemes and compare py (N) and pp(M). We demonstrate that there
is a crossover point, i.e. a value of the physical error rate where, for fixed total number of qubits,
the hierarchical memory outperforms the basic encoding, i.e. px(N) < pg(M). In our estimates,
this happens at gate error rates roughly between 1073 and 10~*. While these are preliminary
estimates, they are promising nonetheless as they are in the realm of possibility.

In Section 6.2, we briefly discuss the codes we use as outer and inner codes. To estimate the
crossover point, we make some assumptions about the noise model, gates, and decoder. Owing
to these assumptions, our estimates should only be interpreted as a proof-of-principle that the
overhead of the hierarchical scheme pays off in a reasonable parameter regime. In Section 6.3, we
present the results of our simulations. All together we believe these assumptions, especially those
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related to the decoder, code, and noise model, are conservative. We return to these assumptions in
Section 6.4 and for each assumption, we outline how one might expect it to change (1) in the future,
and (2) in a more realistic setting. In general, we expect that with careful engineering (e.g. high-
rate linear-distance codes, architecture-specific considerations, improved decoding algorithms) and
more realistic noise modeling (e.g. including significant error correlations), the cross-over to when
hierarchical memories outperform surface codes will occur at smaller numbers of logical qubits,
higher physical error rates, and higher target WERs than in our estimates.

6.1 Asymptotic comparison with surface code

We have proved the existence of a threshold when we simulate an LDPC code using local gates.
However, the existence of a threshold alone might not warrant switching over to a different scheme
when there already exists an excellent local scheme — the surface code. We recall that we are
only constructing a quantum memory, and not a scheme for universal, fault-tolerant quantum
computation. In this section, we ask how the surface code would perform if we used the same total
number of qubits used in the concatenated scheme above to plainly encode all logical qubits. We
find that there is a space-time tradeoff to implementing a hierarchical scheme.

The hierarchical scheme {Hy} with corresponding fault tolerant syndrome-extraction circuits
{C?#} achieves the following costs:

(62)

VN
= |

Wk —eN)  T(CH) -0 (

This family encodes k(n) = p - n qubits. Note that the depth is for a single round of syndrome
extraction. We will return to this point shortly.

Consider the basic encoding defined by the family {Bj;} where M = O(k - £3,), and By =

®f:1 RSy, is a k-fold product of rotated surface codes RSy,,. Each code RSy, has distance
dyr = ©(Lyr). Let the corresponding circuits be denoted {C¥,}.

To compare with H n, we probe the parameters of C’féj required to guarantee the same logical error
suppression. Let pg(M) denote the failure rate for the Level-1 logical probability of failure for
Byr—we declare failure if any of the k logical qubits fail.

We assume that the Level-0 physical failure rates are sufficiently below threshold to perform surface
code error correction, i.e. p;%)ys < qr()%)ys. Furthermore, we also assume that the code state By, is

prepared such that there are no input errors, i.e. pi(i) = pi(r?) = 0. This allows us to isolate the rate

of error suppression because of error correction.

Lemma 6.1. Let {Bys} be the basic encoding such that ps(M) < exp(—cy - N°/log(N)?) where
cy 18 a positive constant. Then

W(Cre) =4 Klogjsz))H%] - T =e Kk’gé\EN))j

Proof. By assumption, pi(i) = pi(g) = 0 and pggys < q;%)},s and therefore we can perform error

correction. The Level-1 logical failure probability for the code RSE; is described by a locally-
decaying error model with failure rate prs(€as) (See Section 2.5), where

pRS(gjy[) = exp(—cEc éM) . (63)

We declare failure if any of the k tiles of Bj, fails, which implies that

p(M) 1—(1—-prs(0)k (64)

prs(€) <
p(M) < n-exp(—cgc-lu)

exp(—cgc - In)

INIA
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To guarantee that the error rate pg(M) is lower than py (IV), we at least require that

Né
exp(—cgc - ) < exp (_CH : W) . (65)

This implies that £3; = Q(N°/log(N)??).

We can now compute the space and depth requirements for C%,. The space cost W(C%,) is ©(k-£2).
The hierarchical memory H y uses a constant-rate [n, k, d, Aq, Ag] quantum LDPC code Q,, where
k(n) = p-n and d(n) = ©(n’). This implies that

1426
W(Cﬁ)zﬂl(log]z]\])) 1 . (66)

Furthermore, each tile requires £;; rounds of error correction; syndrome-extraction circuits on
separate tiles can be run in parallel. Therefore

T(C5) = O(lur) = AN®/1og® (N)) . (67)

This completes the proof. |

Comparing with Equation (62), the basic encoding requires a larger space overhead for all § > 0:

(68)

W(CE) [ N2 ]

w(C¥) log! **(N)
As stated, however, the time overhead is worse. Although the depth of the syndrome-extraction
circuit C¥ is O(v/N/R), we will need to perform d(n) rounds of syndrome extraction to be fault
tolerant. However, this is not a fundamental requirement; it is due to the nature of Gottesman’s
proposal in [Got13] which uses an inefficient minimum-weight decoder. There exist constant-rate
LDPC codes that possess efficient, single-shot decoding algorithms, i.e. syndrome extraction only
needs to be performed a constant number of times for the decoding algorithm to work [LTZ15;
FGL18a; FGL18b]; furthermore the algorithm requires O(N) time. For such codes, we can compare
the depth of the syndrome-extraction circuit T(C%) and that of the basic encoding C]lé[. In addition
to the width blowup, the basic encoding also requires a larger time overhead when 0 > 1/2.

“T(Cﬁ)—g[ N } (69)

TCH) R- log25(N)

Using LDPC codes with single-shot decoding algorithms, the hierarchical memory is a more efficient
way to achieve a low logical error rate in terms of both circuit depth and width.

Having said this, it is not clear if this advantage manifests for practical block lengths.

For small codes and high error rates, it may well be that it is still optimal to use the basic encoding.
We expect to see a crossover point—a value of physical error rate where the hierarchical scheme
{Hn} has a lower logical failure rate than the basic encoding {Bys} with the same overhead.
Where exactly this crossover happens will depend on a number of parameters that are specific to
the implementation, including the choice of the outer code, its threshold and our choice of decoders.
In the rest of this section, we attempt to estimate where this happens.

6.2 Setup for numerical estimates

Outer code: We choose a quantum expander code as our outer code [TZ14; LTZ15]. We do not
utilize any of the structure of the code, so any LDPC code with constant rate and polynomially
scaling distance will suffice. For these reasons, we only briefly discuss the code construction. We
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pick a classical code by sampling the check matrix from the ensemble of m x n matrices with 5
ones in each column and 8 ones in each row.

In particular, we pick a classical code with length 896 and 336 encoded bits. Work by Litsyn and
Shevelev [LS02] computes the asymptotic weight distribution of codewords — with high probability,
this code has distance 119. The resulting quantum code has parameters

N =1116416, K =112896, D =119, A, =16, A, =13. (70)

We choose this code as it has a high rate which is necessary to reduce the amount of overhead
in the scheme. The large block length we consider here is a consequence of using code families
with sub-linear distance scaling. However, the full trade-off for rate, distance, check weight, etc
for linear-distance codes has not yet been explored. We note that even at a relative distance d/n
of 1073, a linear-distance code of such large block length would achieve a distance of roughly 103.

While the hierarchical memory construction has good asymptotic performance guarantees, if the
overhead is too high then the hierarchical memory wins only at an extremely low WER.'6

Inner code: As in the earlier sections, we consider the square rotated surface codes RS, for the
inner code. In our estimates, we allow for d, = 3,5,9, 15,21, 27.

We make some assumptions about errors on both the logical and physical levels. We present these
assumptions together below and discuss justifications for some assumptions in what follows.

Level-0 noise model: We assume circuit-level Pauli noise on each physical qubit. We treat SWAP
gates and other Clifford operations separately.

1. Each t-qubit gate (except SWAP gates) at the physical level fails with a probability p and
leaves behind one of the 4! —1 non-trivial t-qubit Pauli operators picked uniformly at random.
We assume that qubit reset completely removes all traces of the original state. However, it
may reset to the wrong computational basis state with probability p.

2. The failure probability of the physical SWAP-gate is rswap-p, where rewap = 1,1071,1072. In
this setting, the surface code syndrome-extraction circuit is performed every 1/rswap SWAP-
gates, so that at the physical level the circuit-level noise model remains relatively unchanged
for different values of rswap. This assumption will be discussed in detail in Section 6.2.2.

Level-1 noise model: We assume that the surface code fails at a probability p%}s(dg), and that the
effective noise witnessed by the outer code because of all the SWAP gates is p(1).

1. The logical error rate pgj)ys(dg) of each ¢ x ¢ rotated surface code tile is [WFH11; FMMC12]

[de/2]
= (71)

1
pl(Dh)ys(dé) ~0.1 (107,2
per d, physical level timesteps where one physical level timestep is one round of syndrome
extraction plus one (optional) transversal gate which totals roughly 6 gates. This assumption
is discussed in Section 6.2.1.
2. The effective error rate per long-range CNOT gate is p(*) = 1 — (1 — pélh)ys (dg))trowee 1 Tt is
analogous to the two-qubit gate error rate in the model with long-range gates. t.oute is the
time required for permutation routing presented in Equation (16).

Level-2 noise model: Finally, we assume that the logical failure rate for the LDPC code, pg(n), is
consistent with a minimum-weight decoder.

161 year is &~ 1016 nanoseconds, 1 Hubble time is &= 1010 years or ~ 1026 nanoseconds. For any practical purpose
a WER, of 1072% per gate time should suffice.
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1. For our LDPC code, we assume that the WER under circuit-level Pauli noise using long-range

gates is
(1) \ 10
p
= 2

per cycle of syndrome extraction. The threshold of the code is assumed to be about 1073
under circuit noise. The exponent is 10 rather than half the distance which is ~ 55 because
of hook errors. This assumption is discussed in Section 6.2.4.

If desired, readers can skip ahead to the numerical estimates in Section 6.3 and return to the
justification of the noise model later.

6.2.1 Decoder performance for the inner code

Consider Equation (71) for the scaling of the logical failure rate for a surface code of distance dy.
We assumed a surface code threshold of 1072,

This equation neglects:

1. finite-size effects present at very small code distances.

2. the slight reduction in threshold from inserting a layer of gates failing with rate p between
syndrome extraction cycles'”. Recall that this is necessary to implement a logical SWAP
operation in the bilayer architecture as discussed in Section 4.3.

3. the distinction between rotated and standard surface codes. Owing to this, the expression for
the logical error rate is an order of magnitude estimate. We expect our conclusions should
be somewhat insensitive to the precise form of the logical error rate and also apply to more
general locally decaying error models. For calculational convenience, we assume that the

T/d
failure rate ¢ after 7' syndrome extraction rounds is given by 1 — g = (1 — pélh)ys(d[)) .

6.2.2 Physical SWAP fidelity

Recall that simulating a long-range CNOT via SWAP gates results in a CNOT failure rate of p(!).
We assume that the effective failure rate witnessed by the outer code is

TSWAP troute
a5 +1

PV = 1= (1= p(de)

phys

(73)

The parameter t,oute iS the time required to perform a permutation routing in the bilayer archi-
tecture as specified in Equation (16). For convenience, we restate it here

troute = (2dg +1)(3BL — 3) + 8 . (16)

The parameter rswap bounds the (in)fidelity of the SWAP operation in terms of the CNOT gate
(in)fidelity as we now explain.

In the previous sections, we assumed that all gates failed at the same rate. As noted in Section 5.3,
the main source of noise in the hierarchical model stems from the SWAP gates. This worst-case
model was convenient for a proof of the existence of a threshold. Furthermore, in many devices
the SWAP gate is implemented using the same mechanism as the two-qubit entangling gates and
so the noise rates are comparable. However, this is not the only way to implement SWAP gates.

In platforms where the qubits can be physically moved, we can effectively “rewire” the connectivity
of the device at runtime. Physically swapping qubits does not require the qubit degree of freedom
to be coupled to, and so one might expect that it is an easier task to perform with higher fidelity

17In general, the precise value of the circuit-level threshold already requires some assumptions about what gates
are native in the device: The optimal syndrome extraction circuit with our physical layer layout requires 5 to 8
gates depending on these assumptions, so the insertion of an additional gate is relatively unimportant.
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or speed. Such techniques have been demonstrated in some experimental platforms: Rearrangable
tweezers in Rydberg platforms [End+16; Bar+16; Blu+22| and ion shuttling in trapped ion plat-
forms [Hen-+06; Kau+17]. In this setting, it is possible that the SWAP gate has much higher
fidelity than CNOT gates.

Accordingly, in our model, we assign a constant rswap which specifies the ratio of SWAP-gate
and idle noise to CNOT-gate noise. With a less noisy rswap, we perform 1/rswap level-0 SWAP
operations per round of surface code syndrome extraction such that the physical error rate in the
surface code syndrome extraction circuit remains constant with respect to rgwap. Utilizing this op-
timization, an entire permutation takes rswaptroute rounds of syndrome extraction. Equation (73)
is in terms of the surface code cycle (dy rounds of syndrome extraction), and the total number of
surface code cycles is % for a permutation and 1 for an entangling gate. We have omitted
floor and ceiling functions in this discussion for simplicity.

For example, in a neutral atom system [Blu-+22], an array of qubits with a coherence time of seconds
was rearranged with an average rearrangement speed of several microseconds per lattice site moved.
If the dominant source of errors in rearrangement is due to idle errors, then we should assign an
infidelity to the SWAP gate of roughly 10> whereas the two-qubit gate possessed an infidelity of
about 1072 i.e. rswap ~ 1072 — 1072, Routing does not require generating entanglement, so the
qubit can remain encoded in well-isolated degrees of freedom. Owing to this, we consider three
scenarios: where rgwap is 10°, 1071, or 1072,

We note that it is a simplification to consider the rearrangement primitive in each platform (tweez-
ers, ion shuttling, etc.) as simply SWAP-gates: Frequently there are effects like accumulated
motional heating, recooling, acceleration speed limits, etc, but we expect the basic routing ideas
and qualitative conclusions remain the same even in the more complicated setting.

6.2.3 Hook errors

2]

Figure 17: Hook errors: errors flowing onto data qubits. In this case, an X error appears in the midst of a
syndrome-extraction circuit. This then propagates to the data qubits.

Current decoder technology for LDPC codes is relatively immature, so we assume a WER scaling
consistent with a minimum-weight decoder. At physical failure rate p, we assume that the logical
failure rate of an [n, k,d, Ay, Ay] LDPC code Q,, below threshold is dominated by a term propor-
tional to p* where t is the smallest number of fault locations that is uncorrectable. If our intuition
is informed by an i.i.d. error model on qubits, we may expect ¢t ~ d/2. However, this is not true
in the context of syndrome-extraction circuits as corrupted syndrome qubits can spread errors to
many data qubits.

These errors, called hook errors [DKLP02], are harmful errors that can dominate the lower error
rate performance of the quantum code. By a rough estimate, they can reduce the distance of a
[n, k,d,Aq, Ay] LDPC code by a factor of A,/2. To explain how they work, consider the example
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measurement circuit for an X-type stabilizer generator as shown in Figure 4. An X error on the
ancilla can propagate to a much larger data error.

In theory, the hook error is O(1)-sized and the syndrome extraction circuit is fault-tolerant. How-
ever, addressing these errors can significantly reduce the size of the LDPC code required to achieve
a target logical failure rate.

Suppose ancilla qubits fail with probability p. A measurement circuit for a weight w operator can
create hook errors with weight ranging from 1 up to w. If the circuit is measuring the checks of
a code, the weight of the hook error can be reduced by using the measured stabilizer generator
giving a maximum reduced weight of |w/2]|. An error is uncorrectable if it has weight at least
[d/2]. If we assume that each ancilla failure results in an error of weight [A,/2], then we only
need ¢ failures to cause an uncorrectable error, where ¢ satisfies

t-Ag/2] >T1d/2] . (74)

Then the probability of logical failure is p* where t = d/A,.

This assumption is conservative — hook errors depend on the choice of syndrome-extraction circuit
and may be minimized by particular choices of gate scheduling. For example, in the rotated surface
code, there is a two-qubit gate schedule for the syndrome-extraction circuit such that the hook
error has intersection-1 with a logical operator [T'S14; CB18§|. Using such a schedule, the below-
threshold scaling is o< p[%2] as one would expect from a depolarizing noise model. For general
LDPC codes, the existence of measurement schedules that reduce the effects of hook errors is not
yet clear.

While there exist many methods for suppressing hook errors such as Shor, Steane or Knill error
correction [NCO02], nearly all require more ancilla qubits. This presents a trade-off where, for a given
number of qubits, either a larger block length code with correspondingly better parameters or a
more resource-intensive syndrome-extraction circuit could be used. In the setting of a constant-rate
LDPC code, larger distances come with more logical qubits, so the lowest overhead solution is to
use the naive syndrome-extraction circuit with as large a code as possible'®. Later, in Section 6.4.1,
we will propose a method to mitigate the effects of hook errors outside of the asymptotic regime.

6.2.4 Decoder performance for the outer code

Hook errors discussed in the previous section need to be considered in the context of the concate-
nated scheme — the probability that an ancilla qubit fails is p(1).

Following the discussion in Section 6.2.3 on hook errors, [[d/2]/[Ag/2]] = 10 for the code selected
in Section 6.2. Assuming a threshold of about 10~3 under circuit noise, the WER under circuit-level

Pauli noise using long-range gates goes as
(1) \ 10
p
(22" )

For context, a slightly better threshold of about 3 x 10~3 has been observed for (3,4) hypergraph
product codes using efficient decoders [TDB22| under circuit-level noise for syndrome-extraction
circuits with long-range gates.

per cycle of syndrome extraction.

In practice, more information is available to the decoder owing to the concatenated structure: A
decoder using this extra information about individual qubit reliability is likely to have a better
threshold. We return to this subject in Section 6.4.2.
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Figure 18: Comparison of a hierarchical memory (solid line) using a (5,8) quantum expander code with
parameters [1116416,112896, 119] and inner code distance d¢, and a surface code (dashed line) with distance
dar. Lines of the same color use roughly the same number of physical qubits including all necessary ancilla
qubits. All memories store 112896 logical qubits. The 3 plots correspond to different values of rswap equal
to 10°, 1071, and 1072 (left to right) under the decoder performance assumptions made in Section 6.2. The
surface code distance is rounded up, so it always uses slightly more qubits. The WER is with respect to the
hierarchical memory syndrome extraction cycle.

6.3 Results

Using the duration of the hierarchical code syndrome extraction cycle as the unit of time that
defines the WER, the results of the estimates are shown in Figure 18 for rewap = 10°, 107!, or
102 and several sizes of inner rotated surface code. We can see the better scaling with gate error
rate that the hierarchical memory achieves. While the LDPC code distance is fairly large, the
“effective” distance has been reduced immensely by the weight-6 hook errors (potentially arising
from the measurement of weight-13 check operators); because the outer code has distance d = 119,
under our pessimistic assumptions just 10 fault locations are sufficient to cause an uncorrectable
error. We expect future LDPC codes with better distance and better understanding of hook errors
in syndrome extraction circuit gate scheduling will improve the WER scaling.

Under a standard circuit-level noise model, below a gate error rate of around 10~3, and for a target
WER of 1072 to 10719, the hierarchical scheme may realize significant resource savings. Especially
so if SWAP gates have much lower gate error rates than CNOT gates. We plot such a comparison
in Figure 19 with a gate error rate of 3 x 1072 (99.7% gate fidelity) and rswap = 0.1 With further
engineering and more careful modeling, we believe the overhead of the hierarchical scheme can be
reduced much more, so that the crossover point occurs at a practically relevant gate error rate and
target WER. In the next section we will outline two ideas that will improve the performance of
the hierarchical scheme: The decoder for the outer code is given far more information about the
level-1 qubit reliabilities than in a circuit level noise model, and in the presence of noise bias, the
syndrome extraction circuit can be tailored to reduce the effects of hook errors.

Another reason we expect this estimate is conservative is that we have assumed that the noise
model is independent circuit noise which creates only 2-body correlated errors in the underling
surface codes. In the setting of large, long-lived quantum memories, we expect it will become
necessary to address noise sources that affect large patches of the system. Sources of such noise
could include cosmic rays (superconducting qubits), large deviations in global control devices such
as lasers (AMO systems), lightning strikes, power supply ripples, etc. For large memories, different
parts of the memory may rely on systems operating independently (ex. lasers, fridges, power
supplies, etc) which would make such “global” noise large on the scale of any reasonable surface
code patch, but small on the scale of the full hierarchical memory. Concatenation of surface codes

18For very resource-constrained settings, it may still be worthwhile to use more sophisticated syndrome extraction
circuits for a better effective relative distance.
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Figure 19: Estimated resource savings over surface codes for a hierarchical memory for rswap = 107" and a
gate error rate of 3-1072 under the performance assumption of Section 6.2. The resource here refers to the total
space footprint of the circuits; the y-axis represents the ratio W(C%,)/W(C¥). We plot the resource savings
for the (4, 8) family of quantum expander codes with input code block lengths 512-2™ for m € {0,1,2,3,4,5}.
The number of logical qubits is indicated in the legend. Discontinuities in the plot are due to discretization
of the surface code distance. Rare noise sources that create high weight errors may provide further resources
savings over surface codes.

with constant length outer codes [Xu+22] has previously been considered in order to address such
issues. It may be practical!® to protect against such noise sources with a hierarchical scheme
without additional overhead.

6.4 Future Performance Improvements

Having concluded a rough estimate of what the performance of the hierarchical memory might
look like, we outline some ideas that could further improve the performance of the hierarchical
memory relative to surface codes. In this section, we re-examine the WER for LDPC codes using
biased-noise qubits and message-passing decoders.

6.4.1 Noise-Bias Tailored Syndrome Extraction

As discussed in Section 6.2.3, hook errors can be very damaging for general LDPC codes. In this
section, we estimate the failure rate for hierarchical codes by making further assumptions on the
dependence of logical failure given 7-biased qubits. In particular, Equation (76) presented below
is an ansatz for the logical failure probability pg of the outer code. However, we expect that this
estimate can be considerably improved in the future by investigating in more detail how pg and
depends on the bias 7.

X errors on the ancilla qubit will propagate to an X or Z error on the data while Z errors on the
ancilla qubit will simply flip the measurement outcome without propagating to a higher weight
data error. If X errors can be suppressed on the ancilla qubits, then hook errors become much less
likely. In many platforms, such noise is common or can be engineered into the experiment [Gri-20;
Les+20; Con+22]. Noise bias has been exploited in the past by tailoring the quantum error
correction scheme [AP08; WBP15; Pur+20; Bon+21; Rof+23] to the noise.

In Section 4.4, we introduced a technique to modify the bilayer architecture such that Level-1 qubits
are noise biased. We can use this noise bias to suppress errors on the ancilla (X) that propagate

19Physics is local, so a very large surface code is likely sufficient, but it may be impractically large.
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to higher weight data errors. We modify the assumptions of Subsection 6.2.4 and Equation (75) in
a way that attempts to capture this behavior. Further study will be needed to make more precise
estimates of logical error rates in this modified architecture.

The modified bilayer architecture uses elongated Level-1 qubits. If we choose the X distance to be
larger than the Z distance according to dx = dz + [2log(n)/log(1/p)], then the logical X error rate
of the inner code is suppressed relative to the logical Z error rate by the bias factor 1/7. If the
accuracy threshold of the outer code is still 1072 as we assumed for the case without noise bias,
then for the modified architecture our estimate for the Level-2 WER becomes

rd/2] [[d/21/184/2]1
o o) . M/ -
e 10-3 10-3 '

The first term is the contribution from Level-1 logical Z errors; these do not propagate from ancilla
to data, so that [d/2] Level-1 errors are needed to cause a logical error at level 2. The second term
arises from Level-1 logical X errors. These can propagate from ancilla to data, but they occur at
a rate suppressed by the bias factor 1/7.

Since surface codes are CSS codes, the X and Z noise can be corrected independently, so the X
and Z logical failure rates can be examined independently up to small correlations introduced by
Y-errors. Ignoring theses correlations and assuming that Equation (71) still holds with d replaced
by dx or dz,

- dM=13 dM=20 - dM=35 —-— dM=58 - dM=80 - dM=103
_d1=3 dg=5 _d1=9 _d1=15 —d[=21 _d1=27
100
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Figure 20:  Comparison of a hierarchical memory (solid line) using a (4,8) quantum expander code with
parameters [327 680, 65536,32] and inner code distance dz = d¢, and a surface code (dashed line) with
distance ¢js. Lines of the same color use roughly the same number of physical qubits including all necessary
ancilla qubits. The noise bias permits a smaller block length, so all memories store 65536 logical qubits. The
3 plots correspond to different values of rswap equal to 10°, 107%, and 1072 (left to right) under the modified
decoder performance assumptions made in subsection 6.4.1. The surface codes underlying the hierarchical
memory are rectangular with dx = 2dy + 1 The WER is for one round of the hierarchical memory’s syndrome-
extraction cycle.

We plot a similar comparison to Figure 18 with dx = 2dz + 1, so that [dx/2] = 2[dz/2]?° (Figure
20). Using the greater resilience to hook errors, we also pick a smaller code with higher rate with
parameters [327 680,65 536, 32]. Notice the effect of the bias is to increase the rate at which the
WER falls with the level-0 gate error rate. The increased slope only persists until the two terms
in Equation (76) become equal. One can see that using the bias, the hook errors are greatly
suppressed leading to a better logical failure rate scaling in practically relevant regimes and a
crossover point at a larger physical gate error rate.

20This choice is somewhat arbitrary. For a given WER target and gate error rate, the optimal aspect ratio is
likely to be such that the target is at the “kink” of the WER in Figure 20.
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6.4.2 Decoders that use the concatenated structure

Our asymptotic analysis used the underlying surface codes in a black-box manner—when decoding
the outer LDPC code {Q,,}, the tiles had either failed or succeeded. In contrast to this “hard infor-
mation”, much more information is available to the decoder for the outer code in the hierarchical
setting. We may have access to “soft information”, i.e. information about how reliable individual
surface code patches are, which can then be passed to the outer code decoder. It is known that
maximum-likelihood decoding on each level of a concatenated code, together with message passing
between levels is an optimal decoding algorithm [Pou06].

Choice of outer code decoder: Soft information can be used in the quantum setting using Belief
Propagation (BP), a class of iterative algorithms. Broadly, in each iteration, BP makes a series of
graph-local decisions—qubits that are in the support of a stabilizer generator exchange information
and update their beliefs about whether they have been corrupted. As there are only a constant
number of qubits in the support of each stabilizer generator, the decision requires a constant-sized
computation. Although it is very successful in the classical setting, BP faces difficulties when
applied to quantum codes. In the classical setting, BP converges to an distribution over bits that
corresponds to the most likely error. In the quantum setting, it was pointed out early on [PC0§]
that degeneracy is a major issue for BP—there are many errors that are equivalent as they differ
only by a stabilizer generator. However, BP is unable to tell the difference and gets stuck in a local
minimum. One simple way to get around this issue would be if more information were available
about the qubits. If each qubit were known to fail with a different probability — even if that
difference is small — it can help BP avoid local minima.

Since then, many ideas have been developed to use soft information in the quantum setting that
overcome the shortcomings of BP [PK21; RWBC20; QVRC21; GGKL21; KL22; LP19; DMS22].
We now discuss ways to obtain soft information from the surface code.

Choice of inner code decoder: The tensor network decoders [BSV14; Chu2l; TBF18; Bon+21;
Tuc+19] are one class of surface code decoders that yield such soft information. The decoder
outputs the probability of different (coset) logical failures for each tile. Unfortunately, it is unclear
how to implement these algorithms in the fault-tolerant setting where syndrome information is
unreliable. This setting requires growing bond dimension which makes implementing the decoder
quite challenging.

More recently, BP decoders have been implemented for surface codes [RWBC20; OR23; Ach+23].
It is conceivable that such an algorithm could serve as a soft decoder for the surface codes as well.

A natural question is whether standard decoders such as Min-Weight Perfect Matching (MWPM)
[DKLP02| or the Union-Find Decoder (UFD) [DN21] could be modified to yield soft information.
For simplicity, consider bit flip noise at a rate of p. We define the decoding graph given by associating
a vertex with each measured stabilizer generator. We add a special boundary vertex to which we
associate the total parity of all measured stabilizer generators. Including the boundary vertex,
each single qubit error is detected in exactly two places. For each error, an edge is added between

the vertices where it is detected. To each edge, assign the weight — log (%) which is the log-

likelihood of an error. The most likely error given the syndrome is then a subset of edges with
minimal weight that produces the syndrome and can be computed efficiently by mapping onto the
minimum-weight perfect matching problem.

On average, the expected weight of an error (and correction) will be linear in the block length.
This is asymptotically larger than the distance of a surface code, so the most important feature
of the correction is its shape. The Union-Find Decoder operates in two steps: First, it identifies
clusters such that a valid correction is contained within the support of the clusters. Then, it treats
the identified clusters as an erasure and runs an erasure correction decoder which produces a valid
correction contained within the erasure.

One such way to obtain soft information from this process is to compute the log-likelihood of the
minimum weight error that would lead to a logical fault when combined with the erasure. This
can be computed efficiently by setting the edge weights within the erasure to 0 and computing the
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minimal weight path between inequivalent boundaries. Call this quantity ¢. We note that when

no errors are detected, ¢ = —dlog (ﬁ—p), and when the cluster spans the system, ¢ = 0. In the

first case, it is extremely unlikely (o< p?) for a logical fault to have occurred while in the latter
case, there is a 50% probability for a logical fault to have occurred. When passed to an outer-level
decoder, ¢ or a monotonic function of ¢ may yield sufficient information to improve the logical
failure rate dramatically.

7 Conclusions

We have constructed a quantum memory with a threshold using geometrically local gates to simu-
late long-range connectivity. We did so by constructing a code family {Hy} that we refer to as the
hierarchical code. N indexes the size of the code; the Nt element H  of this code is obtained by
concatenating a constant-rate quantum LDPC code Q,, (the n-qubit outer code) and the surface
code RS, (the inner code). The outer code has a number of encoded qubits k(n) = p-n and
distance d(n) = ©(n’) for positive constants p,5. Our construction builds on Gottesman’s proof
of the existence of a threshold using quantum LDPC codes (Theorem 4 from [Got13]). The cen-
tral idea in Gottesman’s construction is that if the failure rate per round of syndrome extraction,
denoted pround, is a sufficiently small constant, then logical errors can be suppressed exponentially
in the distance of the code. We showed that the requisite constant error rate per round can be
achieved using geometrically-local gates if the inner code has suitable properties.

Although H y is no longer an LDPC code, local operations suffice for extracting the error syndrome.
In Section 4, we presented an explicit family of syndrome-extraction circuits {C’]’\,{} for Hp. This
circuit has width W(CF) = ©(N) and depth T(C¥) = O(VN/R), where R denotes the range
of physical SWAP gates. To describe this circuit for the hierarchical code, we first presented a
construction of the syndrome-extraction circuit C,, for the outer LDPC code Q,, in Section 4.1.
This circuit is based on a bilayer architecture — physical qubits are laid out in two layers in 2
dimensions. In our concatenated construction, the outer qubits of Q,, are replaced by rotated
surface codes referred to as tiles. In Section 4.3, we demonstrated how to perform Level-1 logical
Clifford operations on tiles using physical nearest-neighbor gates, including a novel technique for
performing nearest-neighbor logical SWAP gates. We also discussed how to perform logical SWAP
operations on tiles with range Ry using physical SWAP operations with range Ry.

In Section 5, we showed that for fixed values of the physical failure rate ppnys, the error rate per
round of syndrome-extraction, pround, is @ polynomial function of the depth ‘J'(C]?\f). Using an inner
surface code with linear size ¢, which can suppress errors exponentially in ¢, we can guarantee that
the Level-1 error rate per round is a constant by choosing ¢ = O(log(n)). The resulting concate-
nated code Hy encodes a number of encoded qubits K = Q(N/log(N)?). Furthermore, if the
distance of the LDPC code Q,, is d(n) = ©(n?®), then H can suppress errors superpolynomially;
the Word Error Rate (WER) satisfies py (N) < exp(—O[N%/1og? (N)]). Given access to physical
SWAP operations of range R, the syndrome-extraction circuit C} has depth O(v'N/R).

Using this architecture we made numerical estimates of the WER py (N) in Section 6. We con-
trasted this with the WER pp(M) of the basic encoding By, where all logical qubits are encoded
using only the surface code. We first made comparisons in the asymptotic regime, showing in
Section 6.1 that if the outer constant-rate LDPC code has an efficient single-shot decoder, then
a target logical error rate can be achieved more efficiently using the hierarchical encoding rather
than the basic encoding.

We then proceeded with numerical estimates probing whether this advantage holds for practical
code sizes and noise parameters. For this purpose, we compared the WERs of the basic encoding
and hierarchical encoding when both schemes use the same total number of physical qubits. We
found that the physical error rate has a crossover point; when the physical error rate is below this
value, the hierarchical code outperforms the basic encoding. To perform these estimates, we made
assumptions about the noise model and about the WER for surface codes and LDPC codes, and
we assessed the impact of these assumptions on our conclusions. We also discussed some ways to
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reduce the WER of hierarchical codes by modifying the syndrome-extraction circuit, improving
the fidelity of SWAP operations, and using more sophisticated decoding algorithms.

1. We made the conservative assumption that propagation of error from Level-1 ancilla qubits
to Level-1 data qubits reduces the effective distance of the outer code by a factor of A, the
degree of the outer-code stabilizer generators. This error propagation can be mitigated if the
noise in Level-1 qubits is highly biased, with X errors occurring much less frequently than
Z errors. Even if the noise afflicting the physical qubits is unbiased, this Level-1 noise bias
can be enforced by using an asymmetric surface code as the inner code of the hierarchical
scheme.

2. The failure rate of the outer code grows in proportion to the depth of the permutation
routing, and hence is sensitive to the error rate of Level-1 SWAP operations. By improving
the error rate of physical SWAP gates we can improve the performance of the hierarchical
code significantly.

3. We assumed that the decoding algorithm for the outer code makes no use of the syndrome
information from the inner code blocks. We expect that a much better decoding scheme for
the hierarchical code can be achieved by exploiting such information from the inner code
when decoding the outer code.

Finally, we also highlighted that a hierarchical architecture might deal effectively with “burst”
errors that damage a large cluster of physical qubits simultaneously. A severe burst error could
corrupt several of the inner-code tiles, but the resulting Level-1 erasure errors can be adequately
addressed by the decoder for the outer code.
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A Glossary

1. Set notation: for natural numbers n € N, [n] = {1,...,n}.

2. Sums over sets: For a set S and a subset A C S, the sum ) 55, f(B) is taken over all
subsets B C S such that A C B. B

3. Asymptotics: for functions f,g: N — R, we say

(a) f(n) = O(g(n)) if there exists an ng € N and a positive number ¢ independent of n such
that for all n > ng, f(n) < g(n).

(b) f(n) = Q(g(n)) if g(n) = O(f(g))-

(¢) f(n) = O(g(n)) if there exists an ng € N and positive numbers a, b independent of n
such that a - g(n) < f(n) <b-g(n).

We may use O,(-), Q,(-) and ©,(-) to indicate that the numbers a, b and ¢ may depend on
some parameter p pertinent to the problem at hand.

4. (Circuit) Step: A single timestep in which each qubit may participate in only one gate.

5. (Circuit) Stage: This refers to the time interval in the circuit C2 required to simulate one
entangling gate. One stage has at most Tperm Steps.

6. (Measurement) Round: A complete measurement of all the stabilizer generators of the code
producing one outcome for each stabilizer generator.

7. K is the set of Clifford operations we use to construct syndrome-extraction circuits in 2
dimensions. It includes the following elements.

(a) Initialization of new qubits in state |0) or |4},

(b) Single-qubit Pauli gates,

(¢) Two-qubit Clifford gates CNOT and CZ between nearest-neighbor qubits,
(d) Single-qubit Pauli X and Z measurements,

(e) Physical SWAP operation with range R.

8. In the context of concatenated codes, K carries subscripts Ko, Ky to refer to Level-0 (physical)
and Level-1 (logical) Clifford operations.

B Constructing the ideal syndrome-extraction circuit (C<)ideal

In this section, we return to the claim in Section 4.1. We prove that the syndrome-extraction circuit
(C2)ideal for a [n, k,d, Ay, A4] code can be constructed such that its depth is at most s :== 2A +4,
where A = 2max(Ag, Ay).

Proof. By definition, each qubit participates in at most A, stabilizer generators and each stabilizer
generator contains at most A, qubits in its support. We use the Tanner graph T(Q,) = (VUC*U
C?,E), a tripartite graph corresponding to the code Q,, where:

1. There is a vertex v € V for each qubit in the code. |V| =n.
2. There is a vertex uX € for each X-type generator S¥. |CX| = mx.
3. There is a vertex wJZ- for each Z-type generator S]Z. |C%| = mz.

Consider the bipartite Tanner graph 7% = (V U CX, E) that corresponds to the X-type generators
of the code Q.

In each step, each qubit can be involved in at most one gate. This can be phrased as a graph
coloring problem: we color the edges of 7* such that no two edges incident to a vertex have
the same color. Since TX is bipartite, such an edge coloring can be computed efficiently using
max(Ay, Ay) colors [Sch+03].

To measure the X-type syndromes, the first phase of the circuit (C2)9°¥! is partitioned into
max(Ag, Ay) steps. In the t*h step, we perform the two-qubit gates corresponding to the edge
color t.
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Once completed, the same process is repeated for the Z-type syndromes. Following a similar line
of reasoning, this requires A = max(A,, A,y) applications of two-qubit gates.

The circuit thus has two phases: first the X-type syndromes are measured followed by the Z-type
syndromes 2! which completes a measurement of all stabilizer generators.

The total number of entangling stages is therefore 2A, where A = max(Ay, Ay). Accounting for
one stage for preparing and measuring ancilla qubits in each phase, we have a total of s = 2A +4
stages to measure syndromes. |

21This is unlike the surface code where both types of syndromes are measured at once.
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